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Recent machine learning models are highly sensitive to adversarial input per-
turbation. That is, an attacker may easily mislead a well-performing image
classification system by altering some pixels. However, proving that a net-
work will have correct output when changing some regions of the images, is
quite challenging – mostly due to the high dimensionality and/or the non-
linearity of the problem. Because of this, only a few works targeted this
problem, and some of these verification tools are not reliable [3]. Although
there are an increasing number of studies on this field, reliable robustness
evaluation is still an open issue. We will present interval arithmetic based
algorithms to provide adversarial example free image patches for trained
artificial neural networks [2]. The method is based on an earlier interval
technique to bound level sets of parameter estimation problems [1].

The obtained results are illustrated on Figure 1 for some of the studied
images from the MNIST dataset. The calculated number of pixels to be
changed arbitrarily were between 88 and 190 (compare it with the 28× 28 =
784 pixels in the images). The combined running time for the second round
of 10 test images was 1971.87 second, i.e. closely half an hour.

We are still in the phase when we explore the capabilities of interval
arithmetic based algorithms for describing the sensitivity of trained natural
neural networks to changes in object to be classified, but we find our present
results encouraging enough to continue our research project.
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Figure 1: Original pictures and proven rectangles where we can change ev-

erything without having an adversarial example.
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