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Abstract. Traditionally, autonomic computing is envisioned as replac-
ing the human factor in the deployment, administration and mainte-
nance of computer systems that are ever more complex. Partly to ensure
a smooth transition, the design philosophy of autonomic computing sys-
tems remains essentially the same as traditional ones, only autonomic
components are added to implement functions such as monitoring, error
detection, repair, etc. In this position paper we outline an alternative
approach which we call “grassroots self-management”. While this ap-
proach is by no means a solution to all problems, we argue that recent
results from fields such as agent-based computing, the theory of complex
systems and complex networks can be efficiently applied to achieve im-
portant autonomic computing goals, especially in very large and dynamic
environments. Unlike traditional compositional design, in the grassroots
approach, desired properties like self-healing and self-organization are
not programmed explicitly but rather “emerge” from the local interac-
tions among the system components. Such solutions are potentially more
robust to failures, are more scalable and are extremely simple to imple-
ment. We discuss the practicality of grassroots autonomic computing
through the examples of data aggregation, topology management and
load balancing in large dynamic networks.

1 Introduction

The desire to build fault-tolerant computer systems with an intuitive and simple
user interface has always been part of the computer science research agenda.
Yet, the current scale and complexity of computer systems is becoming alarm-
ing, especially because our everyday life has come to depend on such systems
to an increasing degree. There is a general feeling in the research community
that coping with this new situation—which emerged as a result of Moore’s Law,
the widespread adoption of the Internet and computing becoming pervasive in
general—calls for radically new approaches to achieve seamless and efficient func-
tioning of computer systems.
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Accordingly, significant effort is being devoted to tackle the problem of self-
management. One of the most influential and widely publicized approaches is
IBM’s autonomic computing initiative, launched in 2001 [11]. The term “auto-
nomic” is a biological analogy referring to the autonomic nervous system. The
function of this system in our body is to control “routine” tasks such as blood
pressure, hormone levels, heart rate, breathing rate, etc. allowing our conscious
mind to focus on higher level tasks like planning and problem solving. The idea
is that autonomic computing is just that: computer systems should take care of
routine tasks themselves while system administrators and users can focus on the
actual task instead of spending most of their time troubleshooting and tweaking
their systems.

Since the original initiative, the term has been adopted by the wider research
community [1, 3] although it is still strongly associated with IBM and, more
importantly, IBM’s specific approach to autonomic computing. This is somewhat
unfortunate because the term autonomic would allow for a much deeper and
more far-reaching interpretation, as we explain soon. In short, we should not
only consider what the autonomic nervous system does but also how it does it.
We believe that the remarkably successful self-management of the autonomic
nervous system, and biological organisms in general, lies exactly in the way they
achieve this functionality. Ignoring the exact mechanisms and stopping at the
shallow analogy at the level of functional description misses some important
possibilities and lessons that can be learned by computer science.

1.1 The Meaning of “Self”

The traditional approach to autonomic computing is to replace human system
administrators with software or hardware components that continuously moni-
tor some subsystem assigned to them, forming so-called control loops [11] which
involve monitoring, knowledge based planning and execution (see Figure 1).
Biological systems, however, achieve self-management and control through en-
tirely different, often fully distributed and emergent ways of processing infor-
mation. In other words, the usual biological interpretation of self-management
involves no managing and managed entities. There is often no subsystem respon-
sible for self-healing or self-optimization; instead, these properties simply arise
from some simple local behavior of the components typically in a highly non-
trivial way. The term “self” is meant truly in a grassroots sense, and we believe
that this fact might well be the reason for many desirable properties such as
extreme robustness and adaptivity, despite very simple implementations.

1.2 Trust

There are a few practical obstacles in the deployment of grassroots self-management.
One of them is due to the entirely different and somewhat un-natural thinking
that self-organization and emergence require and the relative lack of our under-
standing of the principles behind them [14]. Accordingly, trust delegation rep-
resents a problem: psychologically it is more comforting to have a single point



\
/
N

Decide

measure
control

EHHHHIEIE’
\\gesource 4/// \\\ ///

Grassroots Conceptual

Fig. 1. Models of self-management.

of control, an explicit controlling entity. In the case of the autonomic nervous
system we cannot do anything else but trust it, although probably many people
would prefer to have more control, especially when things go wrong. Indeed,
the tendency in engineering is to try to isolate and create central units that
are responsible for a function. A good example is the car industry that uses
computers in increasing numbers in our cars to explictly control the different
functions, thereby replacing old-and-proven mechanisms that were often based
on self-optimizing mechanism (like the carburetor). To some extent, this results
in sacrificing the self-healing and robustness features for these functions.

1.3 Modularity

To exploit the power and simplicity of emergent behavior and yet ensure that
these mechanisms can be trusted and be incorporated in systems in an informed
manner, we believe that a modular paradigm is required. The idea is to identify
a collection of simple and predictable services as building blocks and combine
them in arbitrarily complex functions and protocols. Such a modular approach
presents several attractive features. Developers will be allowed to plug different
components implementing a desired function into existing or new applications,
being certain that the function will be performed in a predictable and depend-
able manner. Research may be focused on the development of simple and well-
understood building blocks, with a particular emphasis on important properties
like robustness, scalability, self-organization and self-management.

The goal of this position paper is to promote this idea by describing some
of our preliminary experiences. Our recent work has resulted in a collection of
simple and robust building blocks, which include data aggregation [9,13], mem-
bership management [8], topology construction [6,12] and load balancing [10]. Our
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Fig. 2. The skeleton of a gossip-based protocol. Notation: s is the local state, s, is the
state of the peer p.

building blocks are typically no more complicated than a cellular automaton or
a swarm model which makes them ideal objects for research. Practical applica-
tions based on them can also benefit from a potentially more stable foundation
and predictability, a key concern in fully distributed systems. Most importantly,
they are naturally self-managing, without dedicated system components. In the
rest of the paper, we briefly describe these components.

2 A Collection of Building Blocks

In the context of the BISON project [2], our recent activity has focused on
the identification and development of protocols for several simple basic func-
tions. The components produced so far can be informally subdivided into two
broad categories: overlay protocols and functional protocols. An overlay protocol
is aimed at maintaining application-layer, connected communication topologies
over a set of distributed nodes. These topologies may constitute the basis for
functional protocols, whose task is to compute specific functions over the data
maintained at nodes.

Our current bag of protocols includes: (i) protocols for organizing and man-
aging structured topologies such as super-peer based networks (SG-1 [12], grids
and tori (T-Man [6]); (ii) protocols for building unstructured networks based
on the random topology (NEwscasT [8]); (iii) protocols for the computation of
a large set of aggregate functions, including maximum and minimum, average,
sum, product, geometric mean, variance, etc [9,13]; and (iv) protocols for load
balancing [10].

The relationships between overlay and functional protocols may assume sev-
eral different forms. Topologies may be explicitly designed to optimize the per-
formance of a specific functional protocol (this is the case of NEwscasT [8] used to
maintain a random topology for aggregation protocols). Or, a functional protocol
may be needed to implement a specific overlay protocol (in superpeer networks,
aggregation can be used to identify the set of superpeers).

All the protocols we have developed so far are based on the gossip-based
paradigm [4, 5]. Gossip-style protocols are attractive since they are extremely
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robust to both computation and communication failures. They are also extremely
responsive and can adapt rapidly to changes in the underlying communication
structure without any additional measures.

The skeleton of a generic gossip-based protocol is shown in Figure 2. Each
node possesses a local state and executes two different threads. The active one
periodically initiates an information exchange with a peer node selected ran-
domly, by sending a message containing the local state and waits for a response
from the selected node. The passive thread waits for messages sent by an initiator
and replies with its local state.

Method uppaTE builds a new local state based on the previous local state
and the state received during the information exchange. The output of UPDATE
depends on the specific function implemented by the protocol. The local states at
the two peers after an information exchange are not necessarily the same, since
UPDATE may be non-deterministic or may produce different outputs depending
on which node is the initiator.

Even though our system is not synchronous, it is convenient to talk about
cycles of the protocol, which are simply consecutive wall clock intervals during
which every node has its chance of performing an actively initiated information
exchange.

In the following we describe the components. Figure 3 illustrates the depen-
dence relations between them as will be described.



2.1 Newscast

In nEwscast [8], the state of a node is given by a partial view, which is a set
of peer descriptors with a fixed size c. A peer descriptor contains the address of
the peer, along with a timestamp corresponding to the time when the descriptor
was created.

Method GETPEER returns an address selected randomly among those in the
current partial view. Method UPDATE merges the partial views of the two nodes
involved in an exchange and keeps the c¢ freshest descriptors, thereby creating
a new partial view. New information enters the system when a node sends its
partial view to a peer. In this step, the node always inserts its own, newly created
descriptor into the partial view. Old information is gradually and automatically
removed from the system and gets replaced by newer information. This feature
allows the protocol to “repair” the overlay topology by forgetting dead links,
which by definition do not get updated because their owner is no longer active.

In NEwscasT, the overlay topology is defined by the content of partial views.
We have shown in [8] that the resulting topology has a very low diameter and
is very close to a random graph with out-degree c¢. According to our experi-
mental results, choosing ¢ = 20 is already sufficient for very stable and robust
connectivity. We have also shown that, within a single cycle, the number of
exchanges per node can be modeled through a random variable with the distri-
bution 1 + Poisson(1). The implication of this property is that no node is more
important (or overloaded) than others.

2.2 T-Man

Another component of our collection is T-MaN [6], a protocol for creating a
large class of topologies. The idea behind the protocol is very similar to that of
NEwscAsT. The difference is that instead of using the creation date (freshness)
of descriptors, T-MAN applies a ranking function that ranks any set of nodes
according to increasing distance from a base node. Method GETPEER returns
neighbors with a bias towards closer ones, and, similarly, UPDATE keeps peers
that are closer, according to the ranking.

Figure 4 illustrates the protocol, as it constructs a torus topology. In [6] it
was shown that the protocol converges in logarithmic time even for networks of
10% nodes and for other topologies including rings and binary trees. With the
appropriate ranking function, T-MAN can also be used to sort a set of numbers.

T-Man relies on another component for generating an initial random topology
which is later evolved into the desired one. In our case this service is provided
by NEWSCAST.

2.3 SG-1

SG-1 [12] is yet another component based on NEwscasT, whose task is to self-
organize a superpeer-based network. This special kind of topology is organized
through a two-level hierarchy, as illustrated in Figure 5: nodes that are faster
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Fig. 4. llustrative example of T-MAN constructing a torus over 50 x 50 = 2500 nodes,
starting from a uniform random topology with ¢ = 20. For clarity, only the nearest 4
neighbors (out of 20) of each node are displayed.

and/or more reliable than “normal” nodes take on server-like responsibilities and
provide services to a set of clients. The superpeer paradigm allows decentralized
networks to run more efficiently by exploiting heterogeneity and distributing
load to machines that can handle them. On the other hand, it avoids the flaws
of the client-server model since no bottleneck or single point of failure exist.

In our model, each node is characterized by a capacity parameter, that defines
the maximum number of clients that can be served by the node. The task of SG-
1 is to form a network where the role of superpeers is played by the nodes with
highest capacity. All other nodes become clients of one or more superpeers. The
goal is to identify the minimal set of superpeers that are able to provide the
desired quality of service, based on their capacity.

In SG-1, NEwscaAsT is used in two ways. First, it provides a robust underly-
ing topology that guarantees connectivity of the network in spite of superpeer
failures. Second, NEwscasT is used to maintain, at each node, a partial view
containing a random sample of superpeers that are currently underloaded with
respect to their capacity. At each cycle, each superpeer s tries to identify a su-
perpeer ¢ that (i) has more capacity than s, and (ii) is underloaded. If such
superpeer exist and can be contacted, s transfers the responsibility of parts of
its clients to t. If the set of clients of s becomes empty, s becomes a client of ¢.



Fig. 5. A superpeer topology. Superpeers (thick circles) are connected together through
a random network, while clients (thin circles) are associated to a single superpeer.

Experimental results show that this protocol converges to the target super-
peer topology in logarithmic time for network sizes as large as 10° nodes, pro-
ducing very good approximations of the target topology in a constant number
of cycles.

2.4 Gossip-Based Aggregation

In the case of gossip-based aggregation [9,13], the state of a node is a numeric
value. In a practical setting, this value can be any attribute of the environment,
such as the load or the storage capacity. The task of the protocol is to calculate
an aggregate value over the set of all numbers stored at nodes. Although several
aggregate functions may be computed by our protocol, in this paper we provide
only the details for the average function.

In order to work, this protocol needs an overlay protocol that provides an im-
plementation of method GETPEER. Here, we assume that this service is provided
by NEwscaAsT, but any other overlay could be used.

To compute the average, method uPpATE(a, b) must return (a + b)/2. After
one state exchange, the sum of the values maintained by the two nodes does
not change, since they have just balanced their values. So the operation does
not change the global average either; it only decreases the variance over all the
estimates in the system.

In [9] it was shown that if the communication topology is not only connected
but also sufficiently random, at each cycle the empirical variance computed over
the set of values maintained by nodes is reduced by a factor whose expected
value is 2,/e. Most importantly, this result is independent of the network size,
confirming the extreme scalability of the protocol.

In addition to being fast, our aggregation protocol is also very robust. Node
failures may perturb the final result, as the values stored in crashed nodes are



lost; but both analytical and empirical studies have shown that this effect is
generally marginal [13]. As long as the overlay network remains connected, link
failures do not modify the final value, they only slow down the aggregation
process.

2.5 A Load-Balancing Protocol

To a certain extent, the problem of load balancing is similar to the problem of
aggregation. Each node has a certain amount of load and the nodes are allowed
to transfer portions of their load between themselves. The goal is to reach a
state where each node has the same amount of load. To this end, nodes can make
decisions for sending or receiving load based only on locally available information.
Unlike aggregation, however, the amount of load that can be transfered in a given
cycle is bounded: the transfer of a unit of load may be an expensive operation.
In our present discussion, we use the term quota to identify this bound and we
denote it by Q. Furthermore, we assume that the quota is the same at each node.

A simple, yet far from optimal idea for a completely decentralized algorithm
could be based on the aggregation mechanism illustrated above. Periodically,
each node contacts a random node among its neighbors. The loads of the two
nodes are compared; if they differ, a quantity g of load units is transfered from
the node with more load to the node with less load. ¢ is clearly bounded by the
quota @ and the amount of load units needed to balance the nodes.

If the network is connected, this mechanism will eventually balance the load
among all nodes. In fact, in a connected network a path exist between any pair of
overloaded and underloaded nodes, allowing a flow of load between them. Never-
theless, it fails to be optimal with respect to load transfers. The reason is simple:
if the loads of two nodes are both higher than the average load, transferring load
units from one to the other is useless. Instead, they should contact nodes whose
load is smaller than the average, and perform the transfer with them.

Our load-balancing algorithm is based exactly on this intuition. The nodes
obtain an estimate of the current average load through the aggregation pro-
tocol described above. This estimate is the target load; based on its value, a
node may decide if it is overloaded, underloaded, or balanced. Overloaded nodes
contact their underloaded neighbors in order to transfer their excess load and
underloaded nodes contact their overloaded neighbors to perform the opposite
operation. Nodes that have reached the target load stop participating in the
protocol. Although this was a simplified description, it is easy to see that this
protocol is optimal with respect to load transfer, because each node transfers
exactly the amount of load needed to reach its target load. As we show in [10],
the protocol is also optimal with respect to speed under some conditions on the
initial load distribution.

3 Notes on Combining the Building Blocks

The combination of the building blocks is done in the traditional way: a building
block has a local interface (within one node) towards the other components, and



it has a protocol and an implementation associated with it. The implementation
can differ over different nodes, just like the local interface. For this reason, we
have focused on protocols in the above discussion. Nodes using the same pro-
tocol (for example, aggregation) form a “layer” in the system. This, however,
is not a layer in the usual sense: we allow for arbitrary dependency relations
between the building blocks. In general, the directed graph that describes the
dependencies (such as the example shown in Figure 3) will not contain cycles,
however, this is not strictly required. Two “layers” can mutually depend on each
other’s services; for instance, in a bootstrapping phase when they can catalyze
each other’s performance.

Having said that, we need to mention one exception. There is a “lowest
layer” in our framework, which in a sense represents the group abstraction:
the set of nodes that form the domain of the other components. This layer
is the random network component, which provides the peer sampling service
(see Section 2.1 and [7]). The main requirement for this service is that it must
return all nodes with equal probability, in particular, no nodes are to be excluded
forever. The peer sampling service is used to support and bootstrap other services
like aggregation or structured topologies.

Finally, the aspect of time-scale should also be noted. While all of the pro-
tocols are based on the scheme given in Figure 2, the waiting time T can be
different for different building blocks. This degree of freedom allows for certain
architectures that otherwise would not be possible. For example, if an up-to-date
aggregate value is needed “instantly” according to the timescale of a relatively
slow layer, like load balancing, then we can simply apply aggregation at a rela-
tively faster timescale.

4 Conclusions

We have presented examples of simple protocols that exhibit self-managing prop-
erties without any explicit management component or control loops; in other
words, without increased complexity. We argued that a modular approach might
be the way towards efficient deployment of such protocols in large distributed
systems. To validate our ideas, we have briefly presented gossip-based protocols
as possible building blocks: topology and membership management (T-MAN,
SG-1 and NEWSCAST), aggregation, and load balancing.
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