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Introduction

The booklet summarizes the scientific results ofatthor of the Ph.D. dissertation
entitled ,A magyar nyelv automatikus szintaktikai elemzése szabalyalapu gépi tanulasi
technikdk alkalmazasaval The dissertation concentrates on syntactic parsifg
Hungarian texts. The author applied rule-based machimaingamethods using an
annotated corpus to build models for syntactic parsersrdleebased approach stores
the collected information in readable format for humeaders, and allow experts to
extend the syntactic database with their knowledge.

Syntactic parsing of natural languages

Describing a phenomenon of natural languages is a graigrmae for computational
linguistics, especially the Hungarian language, that ustarnarily defined as an
agglutinative, free word order language with a rich moiqupg These properties make
a full analysis of it difficult, compared to Indo-Europelanguages. The grammar
formalisms are meta-languages that are made to desatégzeand features of natural
languages. We can specify the following constraints ese¢Hormalisms:

* Linguistic suitability: a measure for meta-languages to characterize their
describing ability according to the principles formulatedifiyuists.

» Computational effectiveness. a measure for meta-languages to characterize
time and memory complexity of a realized solution.

The generative grammars seemed promising possibilities eattitie of their
introduction, because these grammars can be parsed wébtief algorithms,
especially in case of applying regular and context freemgnas. However
counterexamples appeared soon showing that this grantasses are not suitable to
describe certain phenomenon of natural languages. Suakecexample the self-embed
structures, that can not be described by regular gramanradshe description of cross-
dependencies can not be solved by context free grammars.

Today the generative approach have been changed such atimgoeories and
formalisms which concentrate on more precise descriptibra natural language
phenomenon instead of generating languages. If we applgxtoinee grammars to
handle agreement and subcategorization we have td adetr of new rule and at the
end of this process we get a very big grammar. Similar @nolbhe handling of free
word order. Describing dependency, especially far dependehash wan not be solved



by context free grammars, because the rules of themewnggrs can cover only
neighboring words. If we want to choose the best ofignadus syntactic structures we
have to extend rules with probability the values and eséimprobability of syntax trees.
Finally, ignoring lexical and structural dependencies dutif@gautomatic parsing can
results such an unused or unlikely structures which we aauodexaccording to sense
of text.

With tree patterns introduced by the author we can recegromplex syntactic
structures with help of description given by regular exjwass Let us suppose we have
a tree (Fig. 1) and de description of words and syntdahiels includes cases (e.g.
nominative, accusative).

NP. acc
/
NP, nom
Il S
Det Adj Ad Adj Noun, nom Noun, acc
a  legnagvobb magvar biztosito cég munkatarsat

Figure 1. A complex noun phrase

We can execute a lot of transformation with the wgnalips covered by this tree, we
can erase, insert, reorder and exchange words. In thiggsraee get similar word
groups and we can find out which word position can be varialblouti changing the
structure of the tree. Other similar cases can b#tloaving:

apey legnagyoblg; biztositGadgy C€Qgnoun,nomy Munkatarsatioun,ace

apet Znumy legnagyoblgy biztositGadgy C€gnoun,nomy Munkatarsatioun,ace
apet ZNum} C€QNoun,nom) MUNKatarsatioun accy

azZpey €lDBmum) 2inum; CEGNoun,nomy MUNKatarsatoun,acc

We can cover the enumerated cases with one treerp@tigr 2), which moreover
generalize cases covering each not enumerated sinafar groups.



{NP, acc}

/

{NP, nom]|

{Det} {AdjNum}+{Noun, nom} {Noun, acc}
Figure 2. A tree pattern that covers similar structures

If we apply complex structures in syntactic parsing, thisdel will expectedly
contains more items (rules) than a context free whrelmmar produced with the same
corpus. The tree pattern description compensates this grawtih containing similar
structures in one pattern. The flexibility of descriptiallow building in elements of
other formalisms, so various phenomenon of naturguages can be handled. We
apply a modified version afhart parser ([Kaplan73], [Kay86]) to syntactic parsing of
text with tree patterns.

Applying machine learning to create grammar

An efficient solution for natural language problems midlet the application of
machine learning methods, but it requires a large numbeaiafrty and test examples
of annotated phrases. If we have an annotated corpus wmleat the examples of a
certain phenomenon. The set of examples contginyf pairs, wherex is the
description of an object or event ayds the category or decision. Inckassification
problems the examples have discrigtealues. It is aupervised training if they; values
are known for eack (e.g. it can be extracted from an annotated corpus) hertask of
machine learning to seek a suitabkenction, wherd(x) =y;. In this case we suppose
that thef function will be suitable to determiryevalues for unseen cases, this principle
is calledinductive learning. When the classification problem has two classes @rue
false) we call itconcept learning, in this case we have positive or negative examples
depending on the decision of examples true or false.

The author developed thBGLearn pattern learning algorithm. The input of
algorithm is a set of positive and negative exampleleaed from annotated corpus
depend on the example has proper or improper coverageuijgt of algorithm is a
set of generalized patterns which collective precis®maximized, consequently it
covers the most positive and the least negative exampiés algorithm was applied to



learn disambiguation model for a rule-based POS-taggabg04], and to learn
syntactic tree patterns ([H6cza04a], [H6cza06a]).

The initial step of specialization generates all possibie tree patterns by extending
generalized tree patterns with exactly one attributen filoe covered positive examples.
The next steps of specialization extend the set ofpaéterns with all possible new tree
patterns by a combination of each pair of tree pattdrhs. combination of two tree
patterns means the union of their lexical attributesavi®d the exponential growth of a
tree pattern set weak tree patterns are excluded by appelyimgstatistics on positive
and negative examples. The following score of a givea pattern is used as the target
for maximization:

score =4;* (pos-neq) / pos #,* (pos-neq) / (pos+neq)

whereposis the number of covered positive examplesy is the number of covered
negative examples anth +1, = 1.

There are other possibilities of applying machine learninghoast in building
models for syntactic parsing. The POS tagger used for digaation of Part-of-
Speech can be applied for predicting boundaries of word gemipsell. For example
the task of predicting boundaries of noun phrases (NP)eatefined the following
way: classify word positions with 5 label using the inforioraf their context. These
labels are: begin of NP (B), inside of NP (l), end of (&P, one-word NP (BE), outside
of NP (O). This is a tagging problem and can be solvedMi-tagger [Charniak93],
or it is a classifying problem and we can apply a supssivwsachine learning algorithm
(e.g. C4.5 [Quinlan93]), or we can improve results of indiMiduathods by using
weighted system combination, and the weights of votersoptimized on annotated
corpus. We can utilize a word group boundary prediction @aeth variousshallow
parsing tasks, for example segmentation of sentence tolemnadrts, or recognizing
basic phrases (base-NP, top-NP).

In order to create a probability model we can assigbghiiities to patterns. If we
have annotated corpus, we can estimate a pattern propdholn its normalized
occurrence. | was proved [Prescher03], that this way givesnaximum likelihood
estimation of the given annotated corpus. Without anedtabrpus we can use the
Inside-Outside algorithm [Baker79] for probability estimation.

The content of pattern set can be different if weoduce parameters for the
complex process of model making. We can search thephestneter settings evaluating
models in a smaller part of the annotated corpus as wellapplicable optimization
algorithm for this task themulated annealing [Aarts89]. We can improve our results
with system combination of different methods. If we ussghts for these methods we
can also optimize setting on the annotated corpus.
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Tree pattern based complex syntactic parsing method

The author developed an automatic syntactic parsing metiledting the solutions
of problem parts in a complex parameter-driven system.

The model building start with collecting syntactic stumes examples from the
annotated corpus with help of tree shape types. Typiealdhape types are thaf-
embed andstring structures that give constraints for properties ofastit structures
collected from annotated corpus. The conditions ofshege types compose a coherent
logical system and these types drive the part trdiection process, and we can
disassemble any syntax tree with help of them. We & & short example of
processing a syntax tree in Fig. 3.

Example sentence:

[cp [ne [neMihalynoun] €Sconj [np8Zoet UGYVEGoun] ] [ve felkeresteer]
[np et [apspbudapesty; ] egyesiilgioun] elndkétioun] -punci

Extracted tree parts:

string: [Np [NP MihéIyNoun] éSConj [NPaZDet UgyVé(-‘Ptloun] ]
self-embed [ypfelkerestem]

self-embed [np [npapet [apspbudapestiy; ] egyesiilgtoun] elndkétioun]

The structure of the sentence after substituting extracted tres part
[cp NP VP NP pyne

Extracted tree parts:
self-embed [cp NP VP NP pyne]

Figure 3. The process of extracting tree parts with help of sfege types.

Since we can collect a huge set of tree parts fronmeeabrpus, it may cause a
serious technical problem processing these examples togdteeefore the examples
are grouped together according to their most general forhestrée pattern learning is
performed with the RGLearn algorithm group by group.

The learned set of tree patterns is used by a modiezdion ofchart parser
([Kaplan73], [Kay86]). This mean only some small changethé original algorithm.
We are using bottom-up strategy during parsing. In the pagsdlhte part trees that are
recognized with tree patterns are individual object, theeewe do not fit other tree
patterns to the inside node of part trees, we onlyheseobt (Fig. 4). This concept cutes
down the running time of syntactic parsing.



Figure 4. A bottom-up building method of parsing with tree patterns.

The performance of syntactic parsing is measured viitbet scores known as
PARSEVAL metrics [Black91]. Therecision is a percentage of detected phrases that
are correct, and theecall is a percentage of phrases in the data that is fountheia
parser. The weighted harmonic mean of precision andl réwalraditionalF-measure
or balanced F-score, that it has generBfiy setting and it is computed from precision
and recall with the same weight. These scores exgiteggpodness of parse tree instead
of its error.

The application of an evaluation method allow us &dBack our experiences and
improving results. In order to make optimization we addednpetes to our complex
tree pattern learning methods. We made a frame procedune tiie simulated
annealing algorithm and we optimize the parameters of ngeedrating on F-measure
of parse trees.

Syntactic parsing of Hungarian texts

The author prepared and evaluated various type of synf@tsers on Hungarian
texts using annotated texts of Szeged Treebank [Csendes@5pplied his syntactic
parsers in natural language tasks like Information Extraetiml Machine Translation.

Hungarian is customarily defined as an agglutinative, iresd order language with
a rich morphology. These properties make its full amalgigficult compared to Indo-
European languages. Unambiguous marks for the automatignieon of phrase
boundaries do not exist. For example the right bound ahmahrases could be the
nouns as a head, but there is a possibility of replageaienoun phrase heads with its
modifiers:

[np Péter ] [ip a régi konyvet ] olvassayd Mari | pedig[ne aztjat ] .



Determining the left bound of noun phrases is harder tiahéad, because it could
be a determinant element. However, in certain cdmeddterminant can be omitted:

[ne Péter] [np {egy) konyvef olvas.
[np Péter] olvassalne a kdnyvef .

Another problem is the high morphological and syntadiversity of the Hungarian
language. Many words with same stem have up to 100 word formgalrhest) free
word order significantly raises the number of possgd#&erns and schemas, and this
decreases the effectiveness of statistical machimaimgamethods applied. Especially
the realization of inflections is a problem because lthguistic information that is
stored in word order in English are expressed withreggdin Hungarian.

In order to perform well and learn from the variduatural Language Processing
(NLP) tasks and achieve a sufficient standardirdbrmation Extraction(IE), an
adequately large corpus had to be collected to serve agrdineng database. A
relatively large corpus of Hungarian texts of variouget/ was collected, and later
called the Szeged Treebank [Csendes05]. It has six tegas af roughly 200 thousand
words each, meaning a text database of some 1.2 milliodswdhe treebank contains
about 82,000 POS-tagged and full syntactic parsed senteieebluhgarian version of
the internationally acknowledged MSD (Morpho-Syntacfiescription) schema
[Erjavec97] was used for the encoding of the words. MIB® encoding schema can
store morphological information about part-of-speeclermeined attributes on up to 17
positions. About 1800 different MSD labels are employed enattnotated corpus. The
syntactic tag-set used in the corpus has a correlatibtmmany other internationally
accepted syntactic tag-sets.

The first version of Szeged Treebank allowed us to buddeats for NP recognition
parsers. NP recognition is the process of determininghghsequences of words can
be grouped together with nouns, and as a part of thedfe®hallow Parsingis rich
enough to support a number of large-scale natural languagespiog applications
including Information Extraction Information Retrieval Text Summarisatignand a
variety of text-mining operations. The author developeshalow parser [Hocza0O4a]
and it was applied and evaluated on general texts andisisiness news.

In the shallow parsing version of complex method wecarmcentrating on easier
problems (e.gbase-NPor top-NP chunkinly applying heuristics to raise the efficiency
and speed of the parser algorithm. For example if weyamahe results of NP
boundary tagger, a sentence can be segmented to smaltergmal we have to only
recognize tree structures inside the boundaries.



The author apply his shallow parsing method inlaformation Extraction(IE)
system [H6cza03b]. The IE system that was made byatitieor and his colleagues
connects their results of various NLP tasks that lesh lWleveloped as a toolchain. The
input of this IE system is a plane text and the outpatsguctured database containing
the extracted information. During the IE process théagyit and semantic features of a
sentence are determined with a pipeline of NLP modules, this consist of
tokenization, sentence segmentation, morpho-syntactitysis, part-of-speech tagging,
shallow syntactic parsing, recognizing semantic framedngtextracted information in
a structured database. The IE process was applied onksfsimess news taken from
Szeged Treebank.

In many aspects the full syntactic parsing is a hard&rttean shallow parsing. There
are more syntactic labels and syntactic structuresmame deeper and complex than
structures of shallow parsing. There are additional prablenfull syntactic parsing
like the VP of Hungarian language. Due to free word ordercomponents of a verb
group can be rearranged to a lot of order, and in additerséntence part of a verb
group is not always continuous. Therefore it is not iptes$o describe this phenomenon
of Hungarian language with context free rules.

The author developed a full tree pattern based syataatser [Hocza06a] evaluated
his method on general texts and short business news ftakerzeged Treebank 2.0.
The author and his colleagues effectively improve tleogeition accuracy of the
syntactic parser using the Boosting algorithm [H6cza05dH&tza05b] author and his
colleagues reported their effort in making a database f6zeged Treebank 2.0 to
evaluate syntactic parsers in this domain, and they propasiad this database to
compare Hungarian syntactic parsers that had been rodde @and new parsers in the
future.

Machine Translatior(MT) is the application of computers to the translatof texts
from one natural language to another. The practical refascattempting this is that in
many fields people have to read documents and have tmwoicate in languages they
do not know and a good quality MT system could provide a quiakisol for this
problem. Today's state of the art in MT has been deflmedbtatistical Machine
Translation (SMT) systems. The author extended an existing syntagrdrisMT
system, the GenPar, building in the Hungarian-Englsta amew machine translation
language pair [Hocza06b]. In order to examine effectsanibus preprocessing steps
(POS-tagging, lemmatization and syntactic parsing) ostesy performance more
prototypes had been made. The manually POS-tagged and sailhacparsed
Hungarian and English texts needed for preprocessing wasderom the Szeged
Treebank 2.0. The author used his tree pattern based methpdrde Hungarian



sentences, and the preprocessor modules for English wexs given in the GenPar
original prototypes. Parallel sentences were selecteth fthe Hunglish Corpus
[Varga05], a sentence-aligned Hungarian-English paraligus of about 54.2 m words
in 2.07 m sentence pairs. The corpus was manually callecteight topic areas and
was aligned with automatic methods. The evaluationpeaf®rmed on 5k training and
500 test sentence pairs selected from the Hunglish Corpus.

Results

The present thesis summarizes the results obtaindtelguthor in the past couple of
years. The results can be separated into two diffegemtips, we can read about
theoretical constructions and practical applications. Theoretical results are the

following:

I/1.

/2.

/3.

/4.

The author developed a new formalism named tree pattididez§04a],
that identify larger syntactic structures inside a sex@ewith a single tree
pattern we can describe several similar structures &ariation of a
syntactic object. This formalism give us a powerful tool garsing
inflective and free word order languages like Hungarian.

The author implemented the RGLearn general patternitepalgorithm
[H6czaO4a). The algorithm searches the optimal pattertweles
generalized and specialized form, for example in caseseeffatterns the
algorithm looks for the set of tree patterns that achitee best result
evaluating it on a test corpus.

The author implemented a tree pattern based chartrpédoae can be
applied with bottom-up building strategy [H6cza04a].

The author worked out the complex method of tree paltased syntactic
parsing building together the individual modules: extrgctgyntactic

structures from annotated corpus, learning tree patternsngavih tree

patterns, evaluating results of the parser, feedbackinfoemation of

performance to optimize the model [H6cza04a].

The practical applications from the second group of restliese are:

[I/1. The author implemented a rule-based POS-tagger applying theaRG

algorithm to learn context sensitive patterns for dlsigomation. This
method was compared with other methods made by colleagjudse
author [KubaO4].



[I/2. The author applied his complex tree pattern based methézhto and
recognize noun phrases of Hungarian texts significantlypesfdrming
previous results [H6cza04a].

[1/3. The shallow parser for noun phrase recognition was ipugih information
extraction toolchain made by the author and his colleafjtészaO3b].
This IE system was applied on Hungarian short business. new

[I/4. The complex tree pattern based method was applied orsyathctic
parsing of Hungarian texts [H6cza05b], [H6cza06a].

[I/5. The results of full syntactic parsing method was impdolg the author
and his colleagues using the Boosting algorithm [H6cza05a].

[I/6. The full syntactic parser was built in a statisticahchine translation
system named GenPar as a part of a new Hungarian-Engtishsien
[H6cza06b].
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