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Abstract
In this paper, we propose an unsupervised color

image classification algorithm based on a Markov ran-
dom field (MRF) model. In the MRF model, we use
the CIE-luv color metric because it is close to human
perception when computing color differences. On the
other hand, intensity and chroma information is sep-
arated in this space. Without parameter estimation,
our model would not be useful in real-life applications.
We propose herein a new method to estimate mean
vectors effectively even if the observed image is very
noisy and the histogram does not have clearly distin-
guishable peaks. These values are then used in a more
complex, iterative estimation process as initial values.
The only parameter supplied by the user is the num-
ber of classes. All other parameters are estimated from
the observed image. The algorithm has been tested on
a variety of real images (indoor, outdoor), noisy video
sequences and noisy synthetic images.

1 Introduction
Image classification is an important early vision

task where pixels with similar features are grouped
into homogeneous regions. Many high level process-
ing tasks (surface description, object recognition, for
example) are based on such a preprocessed image. Us-
ing color information can considerably improve capa-
bilities of image classification algorithms compared to
purely intensity-based approaches.

Some examples of MRF color image models can
be found in [2, 9, 11]. In [2], a MRF segmenta-
tion model is proposed and the use of three different
lattice schemes (squares, hexagons and triangles) are
discussed. A multi-resolution approach is presented
in [9]. A color texture MRF model is proposed in [11].

Usually, MRF-based classification methods suffer
from a lack of parameter estimation. The majority
of the proposed methods are supervised, which lim-

its their practical use because human intervention is
needed to compute the model parameters. Herein,
we are interested in data driven algorithms since in
real life applications model parameters are usually un-
known, one has to estimate them without human in-
tervention. Estimation algorithms are usually itera-
tive [10, 7], subsequently generating a labeling, es-
timating parameters from it, then generating a new
labeling using these parameters, etc . . . For such a
method, we need a reasonably good initial value for
each parameter. We propose here a new method to
find the components of a color histogram taking into
account spatial information. The basic idea is to re-
quantize the observed image via a pre-segmentation.
Using this algorithm, we develop an unsupervised
color image classification algorithm. The only param-
eter supplied by the user is the number of classes.

2 A Color Image Classification Model
We use the CIE-luv [5] color space herein because

it separates luminance and chroma information and it
is close to human perception when computing color
differences. The model proposed hereafter is based on
our earlier work on intensity based classification [6].
Let us suppose that the observed image consists of
three spectral component values (luv) at each pixel
denoted by the vector ~fs. We are looking for the la-
beling ω̂ which maximizes the a posteriori probability
P (ω | F), that is the maximum a posteriori (MAP)
estimate:

ω̂ = arg max
ω∈Ω

∏

s∈S
P (~fs | ωs)

∏

C∈C
exp(−VC(ωC)) . (1)

A natural assumption is that P (~fs | ωs) is Gaussian,
the classes λ ∈ Λ = {1, 2, . . . , L} are represented by
the mean vectors ~µλ and the covariance matrices Σλ.

1



255.00.0
Greylevels

1
.
0

D
e
n
s
i
t
y

255.00.0
Greylevels

1
.
0

D
e
n
s
i
t
y

255.00.0
Greylevels

1
.
0

D
e
n
s
i
t
y

Figure 1: Histogram of a noisy
image’s v component.

Figure 2: Histogram of the noisy
image’s v component after pre-
segmentation.

Figure 3: Histogram of the noisy
image’s v component after pre-
segmentation and quantization.

Figure 4: Original postcard im-
age

Figure 5: Result after pre-
segmentation and quantization
colored by random colors

Figure 6: Final unsupervised
classification colored by random
colors

class µ(l) µ(u) µ(v) Σ(l,l) Σ(u,u) Σ(v,v)

Initial values

1 — 97 87 1 1 1

2 — 82 97 1 1 1

3 — 42 197 1 1 1

4 — 47 182 1 1 1

Final estimates

1 100 97 86 513 203 456

2 97 80 98 464 202 486

3 189 41 197 280 137 312

4 132 49 181 365 177 410

Supervised values

1 105 98 87 203 89 210

2 97 81 99 465 208 522

3 189 41 197 82 41 98

4 132 48 182 375 188 429

Table 1: Parameter values of the noisy synthetic image

It is then clear that the energy function of the so de-
fined MRF image model has the following form:

U(ω,F) =
∑

s∈S

(
ln(

√
(2π)3 | Σωs |) (2)

+
1
2
(~fs − ~µωs)Σ

−1
ωs

(~fs − ~µωs)
T

)

+ β
∑

{s,r}∈C
δ(ωs, ωr),

δ(ωs, ωr) =
{

0 if ωs = ωr

1 if ωs 6= ωr
(3)

where β > 0 is a hyper-parameter controlling the ho-
mogeneity of the regions. As β increases, the resulting
regions become more homogeneous.

3 Parameter Estimation
Our goal is to propose an unsupervised classifica-

tion algorithm. Therefore, we need a method to esti-
mate the mean vector ~µλ and the covariance matrix Σλ

for each class, and the hyper-parameter β, which con-
trols the homogeneity of the regions. Since we do not
have a labeled data set, we cannot use classical estima-
tion methods such as Maximum Likelihood (ML). We
have to generate labeled samples from the observed



Figure 7: Noisy synthetic image (SNR=5dB)

Figure 8: Supervised classification result using
color information.

Figure 9: Unsupervised classification result
using color information.

Figure 10: Supervised classification result us-
ing only intensity information.

Figure 11: Original outdoor image (photo by
Eva Kisgyorgy).

Figure 12: Unsupervised classification result.

Figure 13: Original image extracted from a
noisy video sequence.

Figure 14: Unsupervised classification result.



image in order to be able to use the ML estimator. In
statistics, the problem is known as the incomplete data
problem. A broadly applicable algorithm has been
proposed by Dempster et al. [3], called Expectation –
Maximization (EM). The algorithm aims at determin-
ing the ML estimate of the parameters Θ by making
use of the estimation of the missing data (i.e. the label
field).

Herein, we use an EM-like adaptive classification
algorithm [4, 8] doing classification and parameter es-
timation simultaneously (for more details, see [7]:

Algorithm 1 (Adaptive Classification)

©1 Set k = 0 and initialize Θ̂0.

©2 Maximize P (ω | F , Θ̂k) using an optimization al-
gorithm (ICM [1], for instance). The resulting la-
beling is denoted by ω̂k+1.

©3 Update the current estimate of the parameters,
Θ̂k+1 to the ML estimate based on the current la-
beling ω̂k+1.

©4 Goto Step ©2 with k = k + 1 until Θ̂k stabilizes.

4 Obtaining Initial Parameters
The estimation procedure described previously sup-

poses that we have an initial guess about the parame-
ters. The most crucial is the mean value, all the other
parameters are far less sensitive to initialization. Esti-
mating the mean values is a classical problem, namely
the determination of the components of a Gaussian
mixture without any a priori information. Unfortu-
nately, classical methods [12] will fail if the histogram
does not have clearly distinguishable peaks, which is
often the case in dealing with noisy images. For ex-
ample, in Figure 1, we show the histogram of a noisy
synthetic image (SNR = 5dB). Any histogram-based
method will fail to find a reasonably good mean value
for the 4 classes we have on this image. However, us-
ing our segmentation-based initialization method, we
are able to obtain the histogram shown in Figure 3
which has four clearly distinguishable peaks.

Another problem, specific to color images is a
sparse histogram. Consider a color image with 24 bit
color codes. Clearly, we have 2563 = 16777216 pos-
sible colors, which is usually much greater than the
number of pixels in an image (even a 1024×1024 image
has only 1048576 pixels). As a result, the histogram
of such an image will be too sparse for statistical anal-
ysis. Typically, less than 10 pixels belong to the same
color value yielding a completely flat histogram.

To solve this problem, we have to re-quantize our
image in order to reduce the number of possible col-
ors. However, using a classical quantization algorithm

would transform the original image into a coarse one
losing important spatial information necessary for the
classification. Thus, we have to re-quantize the image
taking into account spatial information.

Now, let us see our approach. It is based on a pre-
segmentation instead of analyzing the histogram of the
observed image. The initial segmentation is obtained
via a split and merge algorithm using color difference
as a homogeneity measure. Thanks to the luv color
space, color difference is easily obtained as the second
norm of two color vectors. Regions are represented
by the mean vector of the original pixels. Two neigh-
boring regions are merged if their color difference is
less than a certain threshold τ . A smaller τ results in
smaller but more regions, a larger τ gives larger but
fewer regions. Obviously, to keep the method unsu-
pervised, we have to determine τ from the observed
image. This is easily achieved because we only need
a reasonably good segmentation, thus the number or
the size of regions is not crucial. In practice, we have
found that τ may be obtained as a certain percent of
the maximal color difference in the observed image (in
our tests, we have used 20%).

The next step is to quantize the obtained image.
This is needed because we often obtain regions which
are not neighbors but their colors are very close (see
Figure 2). This might cause detection of false peaks
and lead to wrong initial estimations. Experiments
show that a 20% reduction of the number of gray-
levels is sufficient (see Figure 3).

From the histogram obtained by the pre-
segmentation and quantization process, we can easily
extract the peaks according to the number of classes
(the only parameter known a priori). At this stage, we
only use the u and v components because they carry
chromatic the information and the histogram of the
uv space is denser and thus peaks are easier to detect.

It may seem strange to use a segmentation algo-
rithm to get initial parameters for a pixel classifica-
tion algorithm, which is very similar to a segmenta-
tion. Why not use the result of the pre-segmentation?
To clarify this issue, consider the image in Figure 4.
It contains large homogeneous regions but also small,
fine details. Since the pre-segmentation algorithm uses
only the color difference (because we do not have other
information at this stage), it is fast but unable to
keep all the fine details (Figure 5). But this result
is perfectly usable to re-quantize the image so that
important spatial information is kept. The final result
is then obtained by the more elaborate MRF model
(Figure 6).



5 Experimental Results
The proposed algorithm has been tested on a va-

riety of images including synthetic noisy images, out-
door and indoor scenes, and video sequences. Herein,
we present a few of these results and also compare
color- and intensity-based classification, supervised
and unsupervised results.

In Figure 8, we show the results obtained from a
128 × 128 noisy color synthetic image (see Figure 7)
by supervised classification. The signal to noise ratio
(SNR) was 5dB in this case. In Figure 10, we show
the corresponding supervised classification using only
intensity information. It can be seen that using color
information can improve significantly the final result.
The findings were the same for real images.

Let us see now the comparison between supervised
and unsupervised classification. Figure 9 shows the
result obtained by unsupervised classification of the
noisy image with SNR=5dB and Table 1 shows the pa-
rameters. Of course, the supervised method performs
better, especially when SNR increases. However, up to
a certain SNR, the unsupervised results are very close
to the supervised ones. For this particular image, this
limit seems to be around SNR=5dB. The big advan-
tage of the unsupervised method is that it does not
requires human intervention and is fully data-driven.

Finally, a real scene segmentation is presented in
Figure 12 (596 × 458). Figure 14 (304 × 228) shows
the result obtained for an image extracted from a noisy
video sequence. The computer time on a Sparc Station
10 was around 100 minutes for the largest image in-
cluding the pre-segmentation and quantization needed
for parameter initialization.

6 Conclusion
In this paper, we have proposed an unsupervised

color image classification algorithm. The classifica-
tion model is defined in a Markovian framework and
uses a first order potential derived from a three-variate
Gaussian distribution in order to tie the final classifi-
cation to the observed image. To estimate the model-
parameters, we have to use an iterative algorithm,
which subsequently generates a labeling and then re-
computes the parameter values. This process requires
a good initial value for the parameters, especially for
the mean values. Due to the large number of possible
colors, the histogram cannot be analyzed directly, we
have to re-quantize it without losing any important
spatial information. To solve this problem, we have
proposed a new method. It uses a pre-segmentation
step based on color differences in order to reduce the
number of colors. The method has been tested on a
variety of real and synthetic images and the results are

very close to supervised ones if SNR is kept reasonably
high.
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