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ple detection Is one of the most
llenging problems is computer vision.

s a number of applications such as

rt video surveillance, driving assistance
em, human-robot interaction, people-
Ing for military applications and

lligent digital management.
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allenges — pose and body
articulation
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Related work

del-based pedestrian detection

pature-classifier-based pedestrian
tection

art-nased pedestrian detection
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‘/Iodel-based pedestrian

detection

el-based pedestrian detection: an
acCt pedestrian model is defined first of
Then we search the image for matched

Mathematical background: Bayesian
eory to estimate the maximum posterior
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odel-based pedestrian
detection
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Hierarchical shape 3 oy s TSHEl Bernoulli shape
model prototypes

Pose-specific texture model
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ture-classifier-based ped.
detection

Features:

* Haar

* HOG

* LBP

* Adaptive Contour Feature
* Shapelet

* Fusion of different features

Classifiers:

e SVM

* k-NN

* AdaBoost

NN

 Random forest
 Ensemble of classifiers




ture-classifier-based ped.
detection
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Patl-based pedestrian detection

: human body Is divided into certain

0. 3h . DI'H:
w 043;.

Full-body Head- Torso Legs
shoulder

responses of each part detectors are
bined to infer the holistic pedestrian.
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— Felzenszwalb et al., Object
ection with Discriminatively Trained
t Based Models

akthrough in object detection.
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Our approach

t_Cafvolutional Neural Network (CNN) has
T Ren successfully applied in pedestrian

en using large CNN for feature
raction, the commonly used “sliding-
dow” detection paradigm is hard to
k for the computational efficiency
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M Pellestrian detection approach
* TRe proposed pedestrian detection

I* @mproach can be regarded as a two-

Il stdges system.

he first stage, we rapidly filter out as
ny negative windows as possible, while
ping all the positive windows.

e second stage we fine tune using
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i Localizing candidate windows
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W [80Calizing candidate windows
‘e'employ Aggregate Channel Features
ector for localizing candidate windows.

ee types of channel features are used.:
‘malized gradient magnitude, histogram
riented gradients and LUV color

nnels.

t, a bootstrapping iteration is conducted
onstruct a cascade of classifiers. We
I\a cascade of 2 stages.
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gCalizing candidate windows

Cover rate

Runtime

Selective Objectness ACF
Search

97.62 % 93.55 % 98.13 %
~4 sec ~4 sec ~05s
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After obtaining the training features, we train a
linear SVM for classification.
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[ X={X,, X{, ..., X} denote the locations
)bject p0 and n parts {p}._, ", which are
otated In the training data, but

nown at test time.

r goal is to infer both the object location
part locations in a previously unseen
iImage.
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f/en the CNN weights {w0, w1, ..., wn}
Object and parts, we will have the
responding detectors {dO, d1i, ..., dn}

)=0(w,T®(x)), where o(.) is the sigmoid
ction and ®(x) is the CNN Feature

Xt = 11U1111:xﬂ Hd

i=()
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Results
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Results

B4l

A0

A0

miss rate

= = = 44 42% HOG|2]
= = = 2{.37% FsherBoos{30]

= = = 18.80% CrossTak{d]
osH 16.24% ACFES] b
e 15, 7T VeryFastf3 1] : ! ol I .

12.84% Roerel]7] : : -
= = =12.7%% DCHNjowrg] : - -

i i |
10° 107" 10° 10
false positives per image
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