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The story behind

• Itemized Medical Data Warehouse, IMDW, that stores accumulated health 
insurance accounting data of all Hungarian citizens beginning from 1998 
forever.

• National Health Insurance Fund (NEAK) replaces Social Security Identifiers by 
a pseudonym. The interchange table is maintained by and kept endlessly by 
the insurance fund.

• All data items contain the date of birth, ZIP code of resident address and 
gender, dates, physicians, institutes, medicines

• I filed the controller of the IMDW before the Constitutional Court in 2006 
without success, case no: 937/B/2006.

• The law declares that the dataset is anonymous (Decree 76 of 2004 on 
collection and processing of medical sector data not suitable for personal 
identification)

• I turned to the civil court later and asked them to declare that the data is 
personal (not anonymous). Finally the Supreme Court declined the case.







Quasi-identifiers

• Quasi identifiers: data values that doesn’t identify an individual on its own but 
can become identifying in combination with other quasi identifiers.

• Quasi identifiers are not direct identifiers. Instead, they are identifiers such as an 
area code or zip code or date of birth. There are many people who share a zip 
code, and many people who share a date of birth but only few share both.

• Other words: such type of data, that an adversary can acquire together with 
formal identifiers like name, mother’s name etc. and can use this information to 
re-identify the de-identified dataset.

• A record then could be r(q1, q2, q3, q4, q5, …, qn, d1, d2, …, dm).

• An adversary can have a(q2, q3, q4, q5, name).

• The question is: what could be a quasi-identifiers? Date of birth, zip, job, gender, 
qualifications, schools, workplace, illness, medical operation.



Partitioning people by quasi-identifiers
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What is entropy?

• Entropy is a weighed sum (expected value, average) amount of bits we know 
about a random individual in the database.
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k indistinguishable people log2(k)We know the group where 
the target people is.
log2(N) - log2(k) = log2(N/k)



Features of the entropy

• The k-anonymity has close connection to the entropy. The following inequality is 
held: if a dataset D is k-anonymous then its entropy E(D) < − log2 Τ(𝑘 𝑁), where 
N is the number of individuals (population) in the dataset. This follows from the 
fact, that in this case all groups have at least k members.

• If the entropy of a dataset D is E(D), then we can compute an estimated ෠𝑘 value 
from the above formula, which is characteristic to the level of anonymity of the 
dataset.

• ෡𝑘 = 𝑁

2𝐸(𝐷)

• If the entropy a dataset D is E(D) and it is greater than log2 𝑁 − 1), in other 
words ෡𝑘 < 2 then it guarantees certain number of singletons (uniquely 
identifiable individuals). If several groups have more members than 2, then the 
number of singletons will be higher. When ෡𝑘 ≥ 2 there still can be singletons, 
but their existence is not guaranteed.

• 𝑛𝑠𝑖𝑛𝑔𝑙𝑒𝑡𝑜𝑛𝑠 ≥ (E(D) − (log2 𝑁 − 1)) ∗ 𝑁



Entropy of ZIP codes

• The result of the computation showed that the entropy of ZIP codes is 10.3 bits. 
This means that statistically, for a random citizen the expected amount of 
information in his/her ZIP code is 10.3 bits of average. It corresponds to 7916-
anonymity.

• To identify each people in Hungary (the population is 10,004,090) we need 
log2(N) = 23.254 bits.

ZIP code Settlement Population Bits (log2(N/k)) Entropy (-(k/N) *log2(k/N)

1011 Budapest I. 3286 11.5719 0.003800

1012 Budapest I. 4446 11.1357 0.004948

1013 Budapest I. 3404 11.5210 0.003920

…

9982 Apátistvánfalva 589 14.0519 0.000827

9983 Szakonyfalu 769 13.6672 0.001050

9985 Felsőszölnök 589 14.0519 0.000827

Sum: 10,004,090 10.303428



Entropy of birthdate + ZIP codes

• The entropy is 22.7985 bits. It corresponds to 1.37-anonymity. This database 
poses substantial risk for re-identification.

• The predicted ratio of singletons is greater than 54% of the population, in fact it 
was 6,635,838 individuals.

Birthdate x ZIP code Population Bits (log2(N/k)) Entropy (-(k/N) *log2(k/N)

(1894.12.31., 3744) 1 23.254 2.324458e-6

…

(1975.08.04., 9400) 4 21.254 8.498159e-6

(1975.08.04., 9407) 1 23.254 2.324458e-6

(1975.08.04., 9473) 1 23.254 2.324458e-6

(1975.08.04., 9523) 1 23.254 2.324458e-6

(1975.08.04., 9600) 1 23.254 2.324458e-6

(1975.08.04., 9700) 6 20.669 1.239640e-5

…

Sum: 10,004,090 22.79385



Out-patient visit database
• It contains all reported out-patient visits to the National Health Insurance Fund, 

altogether 721,633,881 visits. Mainly between 1st Jan 2002 and 31st Dec 2014.

• The data items are:

▪ pseudonym of the patient suitable to join all visits of the same patient

▪ date of visit

▪ first letter of the ICD-10 code, coded by a decimal number.

▪ first two digits of the ZIP code of the medical institution (polyclinic).

▪ "G58FG689DDQ3GE1";"2005.01.27.";"3";"67„

• Narayanan, A. and Shmatikov, V. (2008): Robust de-anonymization of large 
sparse datasets. In 2008 IEEE Symposium on Security and Privacy (sp 2008) (pp. 
111-125). IEEE. (joining the Netflix research database with the IMBD.com)



Entropy of visit pairs

• The most active patients (who visited clinics 1000 times or more) were excluded 
(1968 patients (0,016% of all patients, they had made 3,348,081 visits which is 
0,46% of the 721 million visits).

• Due, to the size of data, first, only those pairs were generated, where the earlier 
date fell in January 2005. There were 3,863,139,808 (88.8 GB) of such pairs.

• Considering the visit pairs, the group sizes range from 1 to 3233. The biggest 
group contained 3233 patients who visited some polyclinics in Budapest, on 24th

and 26th January (Monday, Wednesday). There were 539,225,013 distinct visit 
pairs in the generated dataset, among them there were 250,588,888 singletons.

Date Entropy Predicted k Singletons

…

8th January 2005 (Sat) 19.725 1.247 902,032 (83.45%)

9th January 2005 (Sun) 19.158 1.147 596,462 (88.86%)

10th January 2005 (Mon) 23.254 2.889 12,809,964 (44.32%)

11th January 2005 (Tue) 23.233 2.865 12,561,551 (44.46%)

12th January 2005 (Wed) 23.214 2.750 12,234,144 (45.71%)

January 2005 27.556 2.734 250,588,888 (46,47%)
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