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Abstract. A major hurdle in training all-words word sense disambigua-
tion (WSD) systems for new domains and/or languages is the limited
availability of sense annotated training corpora and that their construc-
tion is an extremely costly and labor-intensive process. In this paper,
we investigate the utilization of multilingual transformer-based language
models for performing cross-lingual WSD in the zero-shot setting. Our
empirical results suggest that by relying on the intriguing multilingual
abilities of pre-trained language models, we can infer reliable sense labels
to Hungarian textual utterances in the all-word WSD setting by purely
relying on sense-annotated training data in English.
Keywords: zero-shot word sense disambiguation; contextualized word
representations; knowledge acquisition bottleneck

1 Introduction

A key difficulty in natural language understanding is definitely the highly am-
biguous nature of natural language utterances. This property has made word
sense disambiguation (WSD) a long-standing and central task within the NLP
community (Lesk, 1986; Gale et al., 1992; Navigli, 2009) with ample application
possibilities, e.g. in information retrieval (Zhong and Ng, 2012).

Most successful WSD systems are built in a monolingual and supervised
manner, i.e. by having access to large amounts of sense-disambiguated training
data in the same language as the test data. Obtaining such large-scale sense-
annotated corpora is extremely cumbersome and known to be affected by the
knowledge acquisition bottleneck (Gale et al., 1992), for which reason solutions
that can utilize the training data composed for different languages are of upmost
importance.

In this work, we evaluate WSD systems for Hungarian in the cross-lingual
and zero-shot setting, as we solely use English sense-annotated data for training,
whereas our primary interest is applying this model on Hungarian input texts.
We bridge this potential mismatch in the language of input texts during training
and test time by relying on multilingual contextualized word representations



which have been shown to yield high quality multilingual representations (Chi
et al., 2020; Dufter and Schütze, 2020) that makes them suitable for application
in cross-lingual zero-shot settings. We make our source code for reproducing our
experiments available at https://github.com/begab/sparsity_makes_sense.

2 Related work

Contextualized word representations, such as CoVE (McCann et al., 2017),
ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019), are the most promi-
nent forms of representing the meaning of linguistic units nowadays. Contextu-
alized word representations are typically built on the transformer architecture
(Vaswani et al., 2017) by employing some kind of masked language modeling
objective.

The fact that these models can be trained in a self-supervised manner, i.e.
they do not require any explicit labeled data, but raw text only, allows them
to be trained on data at an unprecedented scale. As a consequence of being
trained on a wide variety of textual utterances, such models have the ability
of developing such representations that can capture a wide variety of linguistic
phenomena Tenney et al. (2019); Hewitt and Manning (2019); Reif et al. (2019).
This is a useful byproduct of these architectures as their training procedures
do not explicitly encourage them in becoming able to capture these linguistic
phenomena.

Transformer-based language models trained on multilingual texts – without
supposing any kind of alignment between the multilingual text passages – have
been shown to provide such representations that perform surprisingly well across
different languages (K et al., 2020; Chi et al., 2020; Dufter and Schütze, 2020).
This property of multilingual transformers opens the possibility of utilizing them
in zero-shot settings where the language of a training data do not need to match
that of the test set for modeling certain linguistic phenomena.

Recent studies have shown that transformer-based language models that pro-
vide contextualized word representations can output extremely valuable inputs
to WSD systems even when they are applied in a simple k-nearest neighbor
classifier (Loureiro and Jorge, 2019). The application of contextualized word
representations with additional sparsity constraints have been recently reported
to yield extra improvement for WSD (Berend, 2020a).

These earlier works were, however, focusing on the evaluation of applying
contextualized word representations in monolingual WSD settings, i.e. when the
sense annotated training corpus is available in the same language relative to
the test set. Our work is different from this prior line of research in that we
are investigating the performance of these techniques when used in conjunction
with multilingual contextualized word representations and evaluate them in the
zero-shot setting when the language of the sense annotated training set does not
necessarily match the language of the test set.

Most recently, Scarlini et al. (2020) proposed ARES (context-AwaRe Em-
beddings of Senses) for obtaining sense prototype embeddings that can be used

https://github.com/begab/sparsity_makes_sense


for WSD in a 1-nearest neighbor fashion similar to (Loureiro and Jorge, 2019).
ARES introduces a methodology to exploit useful signal upon the construction
of sense embeddings from external knowledge stored in the SyntagNet (Maru
et al., 2019). ARES embeddings for all the English WordNet synsets obtained
by relying on multilingual BERT were made publicly available by the authors,
which makes their utilization possible for languages beside English as well.

3 Experiments

Most successful WSD systems are based on supervision (Raganato et al., 2017).
That is, they require (large) sense-annotated training signal in the language of
the test sentences. The largest sense annotated training data are in English and
use the Princeton WordNet (Fellbaum, 1998) as the basis of sense inventory for
disambiguating the distinct senses of the words in their context.

Our evaluation departs from the typical setting, i.e. we rely on English sense-
annotated training data for training and evaluate the created WSD model by
distinguishing senses of ambiguous words in Hungarian sentences.

3.1 Dataset

We first introduce the English sense-annotated corpora that we used for training
our WSD models. We also provide details on the evaluation datasets in both
English and Hungarian that we evaluated our models on.

English data We evaluated our approach using the unified WSD evaluation
framework (Raganato et al., 2017) that includes the sense-annotated SemCor
dataset for training purposes. SemCor Miller et al. (1994) contains 802,443 to-
kens, out of which more than 28% (226,036) is sense-annotated according to
WordNet sensekeys.

We also used the contents of the glosses of the English WordNet synsets
and the Princeton WordNet Gloss Corpus (WNGC) as additional sources for
constructing our models. WNGC is a sense-annotated version of the WordNet
definitions themselves, hence it can be basically used as an extension to the
SemCor annotated training set (Vial et al., 2019).

The evaluation framework introduced in (Raganato et al., 2017) also con-
tains five different all-words WSD benchmarks for measuring the performance
of WSD systems in English. We also used those for measuring the performance
of our WSD models that were based on the contextualized word representations
from a multilingual language model. This means that the self-supervised pre-
training was conducted over multilingual data, but the creation of our all-words
WSD model was both trained and evaluated on English for these experiments.
Our evaluation dataset in English consisted of the concatenated test set of the
SensEval2 Edmonds and Cotton (2001), SensEval3 Mihalcea et al. (2004), Se-
mEval 2007 Task 17 Pradhan et al. (2007), SemEval 2013 Task 12 Navigli et al.



(2013), SemEval 2015 Task 13 Moro and Navigli (2015) shared tasks, compris-
ing of 7253 sense-annotated tokens in total. During our evaluation, we relied on
the official scoring script included in the evaluation framework from (Raganato
et al., 2017) in our monolingual experiments.

Hungarian test set The dataset we used for our experiments is from (Berend,
2020b), which is a distilled version of the sense-annotated corpus introduced in
Vincze et al. (2008). The original dataset contains a collection of documents
written in Hungarian that are part of the Hungarian National Corpus (HNC)
(Váradi, 2002). The difference between the two datasets is that whereas the
former consists of sentences containing ambiguous words, the latter also contains
the entire documents for those sentences.

Our corpus that we used for evaluating the performance of our WSD mod-
els in Hungarian includes 12,477 sentences, each containing an ambiguous word
along with its sense ambiguated label. The sense-annotated dataset contains
sense-disambiguated occurrences of 39 different word forms (and their morpho-
logically inflected variants). The 39 distinct word forms were manually disam-
biguated to one of 200 distinct senses.

3.2 Approach

It was shown recently that by using transformer-based masked language models,
such as BERT (Devlin et al., 2019), it becomes possible to build WSD systems
by simply obtaining the contextualized embeddings for occurrences of ambigu-
ous words from a sense annotated corpora and performing WSD using nearest
neighbor classification for test words (Loureiro and Jorge, 2019). This approach
(coined as LMMS by its authors) was, however, both solely trained and eval-
uated on the unified WSD framework from Raganato et al. (2017), in which
cross-linguality did not play a role as both the training and validation corpora
were in English.

A recent modification of the LMMS approach proposed the utilization of
sparse contextualized word representations and the reliance on the analysis of
the sparsity structure of the sense annotated word vectors (Berend, 2020a). We
shall refer to this variant of the LMMS approach as S-LMMS throughout the
paper, where the prefix is meant to denote that this model variant is based on
sparse contextualized word representations.

Performing WSD using the S-LMMS algorithm has been reported to outper-
form the LMMS strategy significantly when being both trained and evaluated on
English, however, it remains a question if the superiority of S-LMMS can be ob-
served in the cross-lingual unsupervised setting as well. Additionally, we explore
the effects of using different transformer-based masked language models in our
experiments, whereas the original work reported results only on the application
of the large cased BERT model.

S-LMMS has two hyperparameters, the dimensionality of the sparse vectors
K and the regularization coefficient λ which controls the level of sparsity of the



vectors. We decided to use the same values that was suggested in the original
paper, i.e. K = 3000 and λ = 0.05.

3.3 Evaluation

Our evaluation ranges over the investigation of multiple transformer-based mul-
tilingual masked language models as inputs to the algorithms we conducted our
experiments with, i.e. we relied on the application of multilingual BERT (Devlin
et al., 2019), referenced as mBERT hereon, and different versions of the mul-
tilingual XLM-Roberta (Conneau et al., 2020) architecture, the XLM-Roberta
base and large models.

We used the transformers library (Wolf et al., 2020) to obtain the contex-
tualized multilingual embeddings for our experiments. Even though there exist
BERT models specially dedicated to the processing of Hungarian texts, e.g.
(Nemeskey, 2020), applying such monolingual models would not suit our set-
ting, since there is a shortage of sense-annotated training data of reasonable
size for Hungarian that would be required for training the WSD models. Hence,
we mitigate the knowledge acquisition bottleneck of obtaining a high-coverage
all-words WSD dataset in Hungarian by using multilingual transformer models
and sense-annotated training data in English.

For each model we experiment with, we evaluate the utility of using the
contextualized embeddings from the last four layers of the transformer models
as well as taking the average of these four layers. The base models consist of 12
layers, whereas the large transformer model has 24 layers.

3.4 Evaluation in English

First, we trained the LMMS and S-LMMS all words WSD models in English and
evaluated their utility in the monolingual setting, i.e. on the standard benchmark
validation set from (Raganato et al., 2017). Table 1 contains the F1-scores of
the different models when relying on contextualized embeddings produced by
different multilingual transformer architectures.

Interestingly, the performance of the LMMS models are relatively stable when
using multilingual contextualized transformer models of different size as input,
however, the Roberta large model has a clear advantage once the contextualized
representations it produces are fed into the S-LMMS approach.

Table 1 additionally confirms the findings from (Berend, 2020a), i.e. the S-
LMMS variant has a clear advantage over the application of the LMMS model for
all the layers and transformer models. There is nonetheless one key methodologi-
cal difference in our experimental settings compared to those of (Berend, 2020a).
Even though the S-LMMS approach and the training/validation data were the
same, our work builds on top of multilingual contextualized word representations
as input, instead of using the English monolingual BERT large model as input.

The reliance on multilingual models caused some performance loss compared
to the best results reported in (Berend, 2020a) (75.7 vs. 78.8), nonetheless the



Layer(s) LMMS S-LMMS

9 0.698 0.740
10 0.702 0.742
11 0.706 0.746
12 0.699 0.738

last-4 0.704 0.743

(a) mBERT

Layer(s) LMMS S-LMMS

9 0.684 0.735
10 0.701 0.749
11 0.702 0.753
12 0.686 0.736

last-4 0.695 0.748

(b) XLM-Roberta-base

Layer(s) LMMS S-LMMS

21 0.702 0.757
22 0.692 0.753
23 0.679 0.749
24 0.648 0.728

last-4 0.692 0.754

(c) XLM-Roberta-large
Table 1. F-scores obtained over the standard English WSD evaluation bench-
mark dataset from (Raganato et al., 2017). Results range over the application of
various final layers (and their averaging) of different transformer architectures
as input to LMMS and S-LMMS.

application of multilingual contextualized transformation is a key component for
using the trained model for all-words WSD purposes in the cross-lingual setting.

3.5 Evaluation in Hungarian

Subsequently, we conducted experiments for assessing the quality of the WSD
models when applied on Hungarian input texts. When evaluating our models in
this cross-lingual setting, we faced the problem that the word senses our models
produce are based on the sense inventory of the English WordNet, however, there
is no one-to-one correspondence between the synsets of the English WordNet and
the senses of the Hungarian sense-disambiguated corpus we used for evaluation.

Our first attempt was create a manual alignment between the senses in the
Hungarian dataset and the English WordNet, however, no one-to-one correspon-
dence could be established between the two inventories, as the Hungarian dataset
includes such senses that either do not exist in the WordNet or which can cor-
respond to multiple WordNet sysnets.

To overcome this issue, we first decide on an evaluation metric that was
originally introduced for measuring the performance of clustering techniques.
This metric is the V-score (Rosenberg and Hirschberg, 2007), which is similar in
nature to the well-known F-score that is intended to be used for the evaluation
of classification algorithms. Applying V-score is advantageous, as it can handle
situations when we the number of predicted categories and that of the gold
standard labels mismatch. This was exactly the situation during our evaluations
as we assigned one of the 117,659 English WordNet synsets to the target words
that were labeled according to one of the 200 gold standard labels in the dataset.
As such, we had 200 gold standard groups of words on the one hand, and as
many predicted clusters as many distinct WordNet synsets were assigned to the
ambiguous words in the dataset by our algorithms on the other hand.

Just like F-score is the harmonic mean of the precision and the recall of an
algorithm, V-score is the harmonic mean of the homogeneity and the complete-



ness scores that are meant to be a respective generalization of the precision and
recall scores employed for clustering.

The V-scores between the predicted synset labels from the English WordNet
and the gold standard senses according to our evaluation dataset over the 12,477
sense-disambiguated Hungarian words are included in Table 2.

Even though applying V-score for assessing the quality of the implicit cluster-
ing based on the most likely synset our models predicted for the sense-annotated
Hungarian words is a viable approach, it arguably gives us a too pessimistic view
on the true quality of our models. This is partly because our model predicts one
of the 117,659 different English WordNet synsets, whereas there were only 200
distinct senses distinguished in the sense-annotated corpus we based our evalu-
ation on.

As such, our model often ended up producing near-misses, such as the (co-
)hypernym/hyponym of the correct senses of a word. Additionally, due to the
mismatch of the employed labels, there were certain cases when there would be
no exact match in the English WordNet for some Hungarian sense labels.

Layer(s) LMMS S-LMMS

9 0.216 0.209
10 0.218 0.220
11 0.197 0.219
12 0.196 0.207

last-4 0.220 0.220

(a) mBERT

Layer(s) LMMS S-LMMS

9 0.242 0.236
10 0.259 0.261
11 0.255 0.262
12 0.239 0.233

last-4 0.254 0.258

(b) XLM-Roberta-base

Layer(s) LMMS S-LMMS

21 0.262 0.277
22 0.246 0.272
23 0.229 0.262
24 0.224 0.227

last-4 0.253 0.274

(c) XLM-Roberta-large
Table 2. V-scores averaged over the ambiguous word forms obtained from the
Hungarian WSD evaluation benchmark dataset. Results range over the applica-
tion of various final layers (and their averaging) of different transformer archi-
tectures as input to LMMS and S-LMMS.

Due to the above reasons, we assessed the quality of our cross-lingual WSD
predictions in an alternative manner for our subsequent experiment. Instead of
expecting the models to find a good one-to-one mapping between the English
synsets and the set of sense labels included in our Hungarian evaluation set
(which does not even exist in the first place for certain senses by the design of
the sense labels of the two different sense inventories), we quantified the extent
to which the ordered list of the English synsets that our models assigned to the
Hungarian ambiguous words are similar for those words that received the same
sense label in our evaluation dataset in Hungarian.

For each ambiguous Hungarian word in our test set, we determined the top-15
English synsets our model assigned to them. As a subsequent step, we calculated
the similarity between all pairs of ambiguous words based on the ordered list of
most likely English synsets assigned to the word occurrences.



Finally, we determined the nearest neighbor of each ambiguous word accord-
ing to their similarity and quantified the relative number of times the ground
truth sense label of nearest neighbor words were identical. As such, these results
can be viewed as the performance of a 1-nearest-neighbor classifier that deter-
mines the proximity of word occurrences based on the ordered list of most likely
synsets that our cross-lingual model assigns to them.

The top-15 most likely synsets assigned to a pair of ambiguous words are
non-conjoint, meaning that they can differ to any extent. Indeed, in the most
extreme case, there could be no overlap at all between the ranked lists of synsets.
To this end, we measured the similarities between the top-ranked synsets for a
pair of words using the pairwise ranking-biased overlap (RBO) (Webber et al.,
2010) score, which (among others) has the favorable property of being capable
of measuring the similarity between non-conjoint ordered lists.

These results are included in Table 3. Similar to the earlier results in Table 1
and Table 2, i.e. the utilization of S-LMMS with input representations originating
from the 21th layer of the large XLM-Roberta model provided the best results
according to the nearest-neighbor accuracy metric.

Layer(s) LMMS S-LMMS

9 0.756 0.740
10 0.756 0.752
11 0.740 0.742
12 0.730 0.716

last-4 0.761 0.757

(a) mBERT

Layer(s) LMMS S-LMMS

9 0.792 0.795
10 0.811 0.815
11 0.808 0.815
12 0.796 0.795

last-4 0.801 0.805

(b) XLM-Roberta-base

Layer(s) LMMS S-LMMS

21 0.828 0.830
22 0.818 0.821
23 0.809 0.814
24 0.791 0.777

last-4 0.823 0.824

(c) XLM-Roberta-large
Table 3. Nearest neighbor accuracy averaged over the ambiguous word forms
obtained from the Hungarian WSD evaluation benchmark dataset. Results range
over the application of various final layers (and their averaging) of different
transformer architectures as input to LMMS and S-LMMS.

3.6 Comparison with ARES embeddings

As mentioned in Section 2, ARES embeddings (Scarlini et al., 2020) can be
utilized for WSD similar to LMMS (Loureiro and Jorge, 2019) by performing a 1-
nearest neighbor search between the contextualized embedding of some word and
the pre-calculated sense embeddings. The important difference between ARES
and LMMS is that ARES also uses a semi-supervised approach to improve the
sense embeddings obtained for those WordNet synsets with no/few occurrences
in the sense-annotated training corpus, e.g. SemCor. A key important property of
the ARES embeddings from our point is that such a variant that builds upon the
contextualized representations of the last 4 layers of mBERT is made available.



In Table 4, we compare our previously reported results to those obtained
with ARES. For better comparability, we chose to compare the results of the
(S-)LMMS approaches that rely on the same contextualized representations as
ARES, i.e. the averaged outputs of the last 4 layers of mBERT. S-LMMS per-
formed clearly better on the English test set, whereas our evaluation on the
Hungarian data shows a mixed, but comparable behavior for the different ap-
proaches.

ARES LMMS S-LMMS

Accuracy 0.713 0.704 0.743

(a) Evluation on English.

ARES LMMS S-LMMS

V-score 0.208 0.220 0.220
Accuracy 0.765 0.761 0.757

(b) Evaluation on Hungarian.
Table 4. Comparing the application of ARES embeddings and our models using
the last 4 layers of mBERT embeddings.

4 Conclusions

Transformer-based language models are known to provide extremely valuable
input for WSD. Our paper investigated the possibility of exploiting the sense-
annotated training corpus of some resource-rich source language, and utilizing
the trained WSD model on some distinct target language by relying on the
cross-lingual interoperability of the multilingual contextualized word represen-
tation produced by mBERT and XLM-Roberta. The proposed approach showed
a promising solution for overcoming the need of a large high-coverage sense-
annotated training corpus.

Acknowledgments

The research was supported by the Ministry of Innovation and Technology NRDI
Office within the framework of the Artificial Intelligence National Laboratory
Program and the Artificial Intelligence National Excellence Program (grant no.:
2018-1.2.1-NKP-2018-00008).

The author is grateful for the fruitful discussions on the topic of word sense
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