Supporting Product Line Adoption by Combining Syntactic and Textual Feature Extraction
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Abstract. Software product line (SPL) architecture facilitates systematic reuse to serve specific feature requests of new customers. Our work deals with the adoption of SPL architecture in an existing legacy system. In this case, the extractive approach of SPL adoption turned out to be the most viable method, where the system is redesigned keeping variants within the same code base. The analysis of the feature structure is a crucial point in this process as it involves both domain experts working at a higher level of abstraction and developers working directly on the program code. In this work, we propose an automatic method to extract feature-to-program connections starting from a very high level set of features provided by domain experts and existing program code. The extraction is performed by combining and further processing call graph information on the code with textual similarity between code and high level features. The context of our work is an industrial SPL adoption project of a large scale logistical information system written in an 4G language, Magic. We demonstrate the benefits of the combined method and its use by different stakeholders in this project.
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1 Introduction

Maintaining parallel versions of a software satisfying various customer needs is challenging. Many times the clone-and-own solution [1] is chosen because of short term time and effort constraints. As the number of product variants increases, a more viable solution is needed through systematic code level reuse. A natural step towards more effective development is the adoption of product line architecture [2]. The extractive approach analyzes existing products to obtain feature models and build the product line architecture [3]. An advantage of the
extractive approach in general is that several reverse engineering methods exist to support feature extraction and analysis [4–6].

Product line adoption is usually approached from three directions: the proactive approach starts with domain analysis and applies variability management from scratch. The reactive approach incrementally replies to the new customer needs when they arise. When there are already a number of systems in production, the extractive approach seems to be the most feasible choice. During the extractive approach the adoption process benefits from systematic reuse of existing design and architectural knowledge.

In this paper, we report on an ongoing product line adoption project in which the extractive approach is being used. Our subject is a legacy high market value, wholesaler logistics system, which was adapted to various domains in the past using clone-and-own method. It is developed using a fourth generation language (4GL) technology, Magic [7], and in this project the product line architecture is to be built based on an existing set of products developed in the Magic XPA language. Although there is reverse engineering support for usual maintenance activities [8, 9], the special structure of Magic programs makes it necessary to experiment with targeted solutions for coping with features. Furthermore, approaches used in mainstream languages like Java or C++ need to be re-considered in the case of systems developed in 4GLs. For instance, in the traditional sense there is no source code, rather the developer sets up user interface and data processing units in a development environment and the flow of the program follows a well-defined structure.

In this work, we concentrate on the feature identification and analysis phase of the project and describe an efficient method for this purpose. This is a well studied topic in the literature for mainstream languages [5], but the same for 4GL is less explored. The method starts from a very high level set of features provided by domain experts, and uses information extracted from the existing program code. The extraction is performed by combining and further processing call graph information on the code with textual similarity between code and high level features, essentially working simultaneously with structural (syntactic) and conceptual (text based) information. Similar approaches have been previously proposed for traditional object oriented systems, e.g. by Al-ansie’deen et al. [10].

In previous work [11], we presented our information retrieval approach to feature extraction similar to our textual analysis, but that information alone proved to be very noisy and incomplete. We not only combine conceptual information with structural one, but present an efficient method for filtering the data as well. This results in a set of information that is more suitable for performing the SPL adoption by various stakeholders of the project including domain experts, architects and programmers. In summary, the contributions of this paper are the following:

1. A method for feature extraction by combining syntactic and textual information.
2. Details for applying the approach in an 4GL technology, and the associated experimental results.
3. Details on the use of the approach in an ongoing SPL adoption industrial project from various stakeholder perspectives.

The paper is organized as follows. We present the background of our project with the peculiarities of the underlying technology and the overview of our method in Section 2. The details of our method for combining structural and conceptual feature extraction for Magic systems and the associated experimental results are presented in Section 3. Section 4 deals with the benefits of the approach and how it is used in other phases of the SPL adoption project. Related work is briefly introduced in Section 5, before concluding the paper Section 6.

2 Feature extraction and abstraction of Magic applications

2.1 Product line adoption in a clone-and-own environment

The decision of migrating to a new product line architecture is hard to make. Usually there is a high number of derived specific products and the adoption process poses several risks and may take months [12-14]. The subject system of our analysis is a leading pharmaceutical wholesaler logistics system started more than 30 years ago. Meanwhile more than 20 derived variants of the system were introduced at various complexity and maturity levels with independent life cycles and isolated maintenance. Our industrial partner is the developer of market leading solutions in the region, which are implemented in the Magic XPA 4GL language.

This work is part of an industrial project aiming to create a well-designed product line architecture over the isolated variants. The existing set of products provide appropriate environment for an extractive SPL adoption approach. Characterizing features is usually a manual or semi-automated task, where domain experts, product owners and developers co-operate. Our aim is to help this process by automatic analysis of the relation of higher level features and map program level entities to features.

The 4GL environment used to implement the systems requires different approaches and analysis tools than today's mainstream languages like Java [8, 15]. For example there is no source code in its traditional sense. The developers work in a fully fledged development environment by customizing several properties of programs. Magic program analysis tool support is not comparable to mainstream languages, hence this is a research-intensive project. In our current work we used our previously available tools for static analysis of Magic applications and IR-based feature extraction [11].

The feature extraction process is challenged, since product variants themselves are written in 4 different language versions as shown in Figure 1. In case of the oldest Magic V5 systems, there is a high demand on the migration to a newer version. UniPaaS 1.9 introduced huge changes in the language by using the .NET engine for applications. Most systems are implemented in that version. The newest Magic XPA 3.x line of the language lies close to the uniPaaS v1.9
systems. The overall size of the common codebase of product variants is shown in Table 1. The first column states that there are 19 currently active variants of the application, while the remaining columns contain the main specifications of the largest variant. Magic is a data-intensive language, which clearly reflects on these values as well, containing a large amount of data tables.

### 2.2 Feature extraction approach

During product line adoption’s feature extraction phase various artifacts are obtained to identify features in an application [16]. This phase is also related to feature location. The analysis phase targets common and variable properties of features and prepares the reengineering phase. This last phase migrates the subject system to the product line architecture.
In this phase of the research project we address the feature extraction phase. Our inputs are the high level features of the system and the program code. We apply a semi-automated process as in [4]. High level features are collected by domain experts from the developer company. The actual task is to establish a link between features and main components of the Magic applications. Although there exists a common analysis infrastructure for reverse engineering 4GL languages [17, 8, 9], the actual program models differ.

Figure 2 illustrates our current approach to feature extraction. We assign a number of elements for each high level feature, this information helping the work of developers and domain experts working on the new product line architecture. During the assignment we mainly rely on structural information attained on call dependency by constructing a call graph of the variant in question. This results in a high number of located elements, crucial for the development of product line architecture, but the large amount of data can be hard to grasp in its entirety.

We combine this method with information retrieval, which can also make it easier to cope with a 4GL language by utilizing conceptual connections, and is successfully applied in software development tasks, such as in traceability scenarios for object oriented languages [18]. A comprehensive overview of Natural Language Processing (NLP) techniques – including Latent Semantic Indexing, the technique we chose – is provided by Falessi et al. [19]. In our previous work [11] we already presented our LSI-based approach to feature extraction. LSI is already known to be capable of producing quality results combined with structural information [10].

2.3 The Structure of a Magic Application

Being a fourth generation language, Magic does not completely follow the structure of a traditional programming language. Figure 3 represents the most important components of the Magic language from our current point of view.
Each software written in Magic is called an application. These can be built up from one or more projects. In turn, each project can have any number of programs which contain the actual logic of the software. The tasks branching directly from a project are called programs. These can have their own subtasks and be called anywhere in the project like methods in a traditional programming environment, however their subtasks can only be called by the (sub)task containing them. Any task or subtask can access data through tables.

It is also possible for a program to be called through menus, which are controls designed to provide user intervention and usually start a process by calling programs. Having sufficient information on menus, we used these as a base for the call graph in structural feature extraction, deriving calls from menus.

3 Feature extraction experiments

In this section we present the feature extraction methods used based on call dependency and textual similarity, as well as the combination and possible filtering options. Figure 4 illustrates the processes described in this section. Our static analysis is specific to the Magic language. One of the variants of our subject system was selected by domain experts to be used as a starting point for the product line adoption. It is a specific variant involving 4251 programs, 822 models and 1065 data tables. Our experiments presented in this paper were done on this specific variant. We have been provided with a feature list structured in a tree format consisting of three levels which have 10, 42 and 118 unique elements respectively. From these we chose the upper level to display our results, the features of this level are listed in Figure 5. The numbers shown here are in accordance with the numbers we present on our later graph examples.

3.1 Feature extraction using (task) call dependency

This approach relies mostly on the program structure, but especially on the call dependencies between programs and task. To construct a call graph from these dependencies we use the process that can be seen in Figure 6. For the sake of simplicity, this figure represents only a minimalistic example of a Magic
application. We emphasis tasks and programs with squares, while other program elements like projects, logic units, logic lines, etc. are shown as circles.

We have the abstract semantic graph (ASG) as the base, which is provided by our static source code analyzer tool. As the next step we add the call edges to the graph by examining Magic components that operate as calls between tasks and programs. Finally, in the last two step of the process we eliminate some nodes and edges from the graph, keeping only the necessary ones i.e., call edges, tasks and programs. From the CG we obtain the features by running a customized breadth-first search algorithm from specific staring points determined by menu entries. In Figure 7 a graph representation of the CG based results can be seen.

![Graph representation of the CG based results](image)

**Fig. 6.** The process of calculating the call graph

### 3.2 Textual similarity

Information retrieval (IR) techniques focus on the information content of data, dealing with natural language at a semantic level. This results in a more versatile approach concerning the form of the data, like the language used. In our specific case this can be a huge boon, since the systems processed use different versions of the Magic language, and this would cause serious problems for a technique dealing with the specific syntax of the language. With IR techniques on the other hand, we can process the natural language parts of code, freeing us from the burden of having to solve differences of language versions and syntax of Magic. Latent Semantic Indexing (LSI) [20] is an IR technique capable of measuring semantic similarity between textual data. It is widely used throughout software engineering, mainly in cases involving natural language.
A more complete summary of our feature extraction work with LSI is presented in our previous work. Our current experiments differ from these in some respects, the main differences being that these experiments work on a completely different base variant of the system, and consider the top level of features of an updated, more precise feature list obtained from domain experts.

In Figure 8 we can see a graph representation of the results of the top features paired with the programs of a system. Though the structural information obtained from call graph is more thorough, it is more suitable for the developers rather than domain experts. With purely structural information it is hard to separate along the features, having many programs laying the groundwork for any single feature it is hard to grasp the overall aim. Conceptual analysis separates more agreeably along the semantics of the feature, hence it can be more valuable for domain experts.

### 3.3 Combined technique

As already introduced, the two methods we used for program assignment to features use fundamentally different methods for achieving their results. Consequently, the results themselves also show a significant difference, overlapping only partially. The set of programs for the techniques presented are shown on the left side of Figure 9. Each slice of the diagram represents a top level feature and its colors indicate the number of programs detected by each technique. IR represents the result set of the information retrieval technique, CG represents
the pairs attained by call graph, while ESS represents the set of programs considered most essential, detected by both techniques. The left side of Figure 11 shows the number of programs assigned in each set, the abbreviations match the ones explained for the previous figure.

The call graph dependency technique produces vast amounts of matches for each feature. These matches build on the real calls inside the code, hence they are considered a reliable source of information. It is important to note that this is only static and not dynamic call information, thus at runtime it is not necessary
for every call to occur. The abundance of programs found by this technique can undoubtedly be useful for developers, but it also presents a problem of coping with the large amount of data not distinguishable in any manner.

The conceptual method produces fewer programs for each feature, but further examination of random cases revealed that even considering this, a significant amount of noise presents itself. Textual similarity works with very little information in these cases, hence it is likely for similar wording or more general words like "list" to produce misleading matches, occurring in the text of many features.

Looking at only the intersection of the connections found by these two techniques we find that this set of connections takes into account both the structural and conceptual information, producing only connections which are indeed present on both levels. This results in a clearer, more straightforward set of connections, which contains the most essential findings of the two techniques.

As we could see before, the structural information produces a rather large amount of matches for each feature, and we observed that there is a considerable overlap between features. We decided to attempt to clear these matches too with a filtering technique applied on the structural information output, which filters out less specific programs. The filtering technique works with a number
n, which denotes the maximal number of features a program can connect before it is considered less specific and is filtered out from the program set of features. This removes the programs with less information value and results in even more straightforward groups of programs for each feature. On the right side of Figure 9 and Figure 11 we can see the results of the common structural and conceptual connections of this filtered approach, featuring only programs with maximum two connections. It is apparent from the graph that features are much better separated, providing a suitable high level glance at the background of features without much technical details, ideal for top level understanding.

Examining the graphs we can come to many interesting conclusions. For example feature number 7 is behaving like any other feature considering the purely conceptual or purely structural viewpoint, its common graph provides a clearer picture, apparently connecting through a group of more general features to large number of other features. In the filtered case however, it is nicely separated with a group of unique programs specific to the feature itself.

4 Discussion

Figure 12 highlights how various feature extraction techniques can be used to help in building the new product line architecture.

- Structural Extraction - Provides a detailed, widespread analysis. It is good for developers, since they are required to have knowledge of all of the programs called by a feature, too much for domain experts.
Conceptual Extraction - For domain experts on the other hand, all called programs can be too much. This approach however introduces conceptual dependencies, although with too much noise for smooth work.

Combination (ESS) - Grasps the essence of features, more fit for domain experts. While constructing the new architecture, the domain experts need to judge properly which parts of the variants should be adopted. In this decision making process the results of this extraction highly decreases complexity, additionally in the future it can facilitate test planning.

Besides these, we would like to mention some other possible ways to use the results. Firstly, connections are not necessarily observable through the calls of the system, programs can for instance connect by accessing to the same data objects. This means that not every connection will present itself on the call graph. These however can be found via conceptual feature extraction, since it is likely that programs using the same data are conceptually connected to the same feature. This is why the programs detected by the conceptual extraction and not discovered via structural information can still be valuable. This data is rather noisy, but still represents a ready source of the semantically connected programs to each feature, hence it can be a reliable starting point with manual evaluation for domain experts looking for connected programs.

Additionally, the structural information produced can be tailored according to our intent, filtering out the more general programs, which provides the possibility to form even better separated sets of programs, making it easier to attain a high level knowledge about the procedures and the basic structure of a system.

We provided our results to our industrial partner, who has already commenced on constructing the new SPL architecture. The work is proceeding well, product line adoption seems to go according the plans and the results of our experiments are utilized in the process.

5 Related Work

The literature of reverse engineering 4GL languages is not extensive. By the time the 4GL paradigm arisen, most papers coped with the role of those languages in software development, including discussions demonstrating their viability. The paradigm is still successful, although only a few works are published about the automatic analysis and modeling 4GL or specifically Magic applications. The maintenance of Magic applications is supported by cost estimation and quality analysis methods [21, 22, 17]. Architectural analysis, reverse engineering and optimization are visible topics in the Magic community [15, 23, 9, 8], and after some years of Magic development migration to object-oriented languages [24] as well.

SPL has a widespread literature, and over the last 8-10 years it has gained even more popularity. All three phases of feature analysis (identification, analysis, and transformation) are tackled by researchers. A recommended mapping study on recent works on feature location can be read in [5].

Software product line extraction is a time-consuming task. To speed up this activity, many semi-automatic approaches has been proposed [25–27]. Reverse
engineering is a popular approach which has recently received an increased attention from the research community. With this technique missing parts can be recovered, feature models can be extracted a set of features, etc. [25, 28]. Applying these approaches companies can migrate their system into a software product line. However, changing to a new development process is risky and may have unnecessary costs. The work of J. Krüger et al. [29] supports cost estimations for the extractive approaches and provides a basis for further research.

Feature models are considered first class artifacts in variability modeling. Haslinger et al. [27] present an algorithm that reverse engineers a FM for a given SPL from feature sets which describe the characteristics each product variant provides. She et al. [30] analyze Linux kernel (which is a standard subject in variability analysis) configurations to obtain feature models. LSI is applied for recovering traceability links between various software artifacts. The work of Marcus and Maletic [18] is an early paper on applying LSI for this purpose. Eyal-Salman et al. [6] use LSI for recovering traceability link between features and source code with about 80% success rate, but experiments are done only for a small set of features of a simple java program. IR-based solution for feature extraction is combined with structural information in the work of Almjeideen et al. [10]. Further research deals with constraints in a semi-automatic way [31] both for functional and even nonfunctional [32] feature requirements.

A possible future goal could be to make the system dynamically configurable, which is a problem known as Dynamic SPL [33-39]. Today, many application domains demand runtime reconfiguration, for which the two main limitations are handling structural changes dynamically and checking the consistency of the evolved structural variability model during runtime [36]. However, as reported in [40], the current research on runtime variability is still heavily based on the decisions made during design time. Coping with uncertainty of dynamic changes also needs to be addressed [41].

Several existing approaches can be adapted to 4GL environment, although none of the above cited papers cope with 4GL product lines directly.

6 Conclusions

An ongoing industrial project was presented, which undergoes a software product line adoption process. In this work, we concentrated on the feature extraction and analysis aspects of the project, which are fundamental parts of the effort because further architecture redesign and implementation are and will be based on this information. For feature extraction we used two fundamental approaches: one based on computing structural information form the code in for of call-graphs, and the other in which conceptual information was automatically extracted from the textual representation of high level feature models and the code. However, the combination of the two pieces of information had to be performed and processed in such a way that the resulting models are most useful for project participants.

Experimental results show that the final models are significantly more comprehensible, and hence directly usable (though in various forms) by domain ex-
erts, architects, developers and other stakeholders of the project. The extracted information and the associated toolset is currently in use by our industrial partner in this ongoing effort, however in later phases further refinements of the approach are to be expected. For instance, (semi-)automatic classification of the feature sets will probably be needed.

Although the approach was implemented in Magic, a 4GL technology, we believe that the fundamental method could be suitable for other more traditional paradigms as well after the necessary adaptations.
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