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Introduction

Reliability is important in many applications. After more than 60
year development of computer oriented algorithms, mathematical
software and �oating point arithmetic standards one would assume
that at least the key algorithms and their software implementations
are reliable on average. But it is not necessarily so.

We assume

theoretically correct and sound algorithms,

correct, e¢ cient and standardized software implementations,

the use of �oating point arithmetic standard.
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Today�s basic/major numerical linear algebra algorithms and their
e¢ cient computer implementations have been developed by early
1970s (see, e.g. Wilkinson [38], [39]).

Major steps in the development of numerical linear algebra
software "standards":

LINPACK (J. Dongarra, J. Bunch, C. Moler, and G. Stewart,
1970s and early 1980s)

BLAS 1-2-3 (since 1979)

EISPACK (Argonne National Laboratory, Brian Smith, Jack
Dongarra, 1972�1973)

LAPACK (J. Dongarra, 1992, successor to LINPACK and
EISPACK)

ScaLAPACK (J. Dongarra, LAPACK for distributed memory
MIMD parallel computers)

PLAPACK (van de Geijn,Parallel Linear Algebra Package).



Reliability of Numerical Algorithms/(CS)2 conference, July 1st, 2010

Introduction

Development of error analysis and the �oating point arithmetic
standard:

Basic theory of �oating point arithmetic and error analysis
(Wilkinson [36], 1960s)

The �rst standard: IEEE 754-1985

The new standard: IEEE 754-2008 (see, e.g. Muller, etal.
[26])

Tools for automatic error analysis (see, e.g. Higham [15]).
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This lecture reports on two case studies in Matlab, which indicate
the nature of problems that may occur [9], [10]. The MATLAB
software applies a LAPACK implementation and complies with the
�oating point standard IEEE 754-1985.

The case studies are related to

1 Matrix eigenvalue computation by the QR method at the
presence of multiple eigenvalues.

2 Acceleration of the Newton method and multiplicity estimate
for multiple zeros of polynomials.

The reliability of (implemented) numerical algorithms may depend
on various factors such as the nature of the mathematical problem
(ill-posedness), the numerical stability, the used arithmetic, etc.
This will be shown by the two case studies as well.
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Case study 1: Eigenvalue computation

The QR method is considered as the best general algorithm for the
eigenvalue problem both theoretical and software point of view
(see, e.g. Golub, Uhlig [11]). It is built in all major software
packages. The method was discovered in 1961 independently by
Francis (UK) and Kublanovskaya (USSR) and it is considered as
number 6 among the top 10 algorithm of the 20th century (see
[6]).

For a matrix A 2 Rn�n, the basic QR algorithm has the schematic
form:

H = UT0 AU0 (Hessenberg reduction)
for k = 1, 2, . . .

determine a scalar µ
H � µI = QR (QR-factorization)
H = RQ + µI

end
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Parameter µ is called shifting, and there are various techniques for
choosing it. Apart from peculiar cases, the "QR method" is
theoretically convergent for all matrices (see, e.g. [5], [34], [2],
[35]).

For simplicity we assume that A is of unreduced upper Hessenberg
form. Note that there is one Jordan block to every distinct
eigenvalue of an unreduced Hessenberg matrix (see. e.g. [17]).
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Example

Matrix

T1 =

2664
4 �8 0 0
2 �2 �4 0
0 1 �6 1
0 0 �16 4

3775
has the quadruple eigenvalue 0. Matlab�s built in solver (Version
6.1) returns the approximate eigenvalues

�4.2928e � 004� 4.2932e � 004i ,
4.2928e � 004� 4.2924e � 004i

which is hardly acceptable. Matlab 5.3 yields similar numbers:

�3.827e � 004i , �3.827e � 004.



Reliability of Numerical Algorithms/(CS)2 conference, July 1st, 2010

Case study 1: Eigenvalue computation

T1 has a 4� 4 Jordan block and one pair of left and right
eigenvectors.

If one asks for the right eigenvectors, Matlab returns four vectors.
There is no hint that something is going wrong, the user may
think, all is in order.

The question arises if the QR method is capable of indicating the
presence of a multiple eigenvalue or equivalently: the presence of a
not simple Jordan block.

Another question is, why the precision is so bad.

There are two possible explanations.
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No. 1
If the perturbation of A is O (εM ), then (see, e.g. [8]) the

eigenvalue perturbations are of the size at most O
�

ε1/m
M

�
, where

m is the maximum size of the Jordan blocks in the Jordan normal
form of A.

The QR method is backward stable, which means that the QR
method computes the exact eigenvalues of a perturbed matrix
A+ E with kEk2 � εM kAk2 (see Golub, Van Loan [12] or [13]).

Hence the output error is of the size O
�

ε1/m
M

�
.

For double precision εM � 10�16 and for T1, m = 4 and the
output error is O

�
10�4

�
.
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No. 2
Consider the problem in the context of polynomial (characteristic)
equations and assume that

f (x) = (x � x�)m g (x) , m > 1,

where g (x�) 6= 0 ([28], [32], [41]).
There is a neighborhood of x�- called the error ball , where the
accurate computation of f (x) is not possible because of
cancellation errors. The error ball can be approximated by

Se : jx � x�j . ε1/m
M

���� 2sm!c
f (m)(x�)

����1/m

� ε1/m
M C ,

where C is an appropriate constant.

Hence the attainable precision for zeros with multiplicity m is
proportional to 10�t/m in t decimal digit precision arithmetic.
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For double precision εM � 10�16 and C may be considered close
to 1 in the above example, hence the radius of the error ball now is
roughly

�
10�16

�1/4
= 10�4 and that is shown by the computed

numbers.

Rall [28], Stewart [32], Ypma [41] concluded that

"to get the same accuracy when m > 1 as when m = 1 . . . that
the precision of arithmetic ... must be increased m-fold".
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The example clearly shows the need

to detect and estimate the multiplicity

to improve the output of QR method in the presence of
mutiplicity.

Paper [9] considers the Hyman method and the improvement of
QR�s output by using Hyman�s method in context with the Newton
method.

Hyman�s method computes the characteristic polynomial and its
derivatives in a numerically stable way (Wilkinson [38], [37],
Higham [15]). It requires no changes to be introduced in the
matrix. Hence input data are not subject to rounding errors.

The Newton method is numerically stable (Lancaster [19],
Wozniakowski [40], Spellucci [31]).
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The numerical testing was organized along the following guidelines:
- The use of the standard Newton method to improve the

eigenvalue approximation given by the QR method;
- The use of Hyman�s method to evaluate the characteristic

polynomial f (x) and its derivative f 0 (x);
- Check if the attainable precision argument of Rall, Stewart

and Ypma is valid.

Fact
The Newton method converges slowly at the presence of multiple
zero. If the multiplicity is known in advance then Newton method

xk+1 = xk �m
f (xk )
f 0 (xk )

has quadratic convergence. The literature has plenty of methods
that estimate m (see, e.g. [23], [24]). None of the tested method
worked in this context (see Case study 2 later).
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The test problems were

T1 =

2664
4 �8 0 0
2 �2 �4 0
0 1 �6 1
0 0 �16 4

3775 ,

T2 =

26666664

15 �92 294 �513 459 �162
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

37777775 ,

λ1 (T2) = 1, λ2 (T2) = 2, λ3,4,5,6 (T2) = 3,
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T3 =

26666666664

�2 �3 �4 . . . �n+ 1 �n �n� 1
1 0 0 . . . 0 0 0
0 1 0 . . . 0 0 0
...

...
...

...
...

...
0 0 0 . . . 0 0 0
0 0 0 . . . 1 0 �1
0 0 0 . . . 0 1 2

37777777775
(λ = 0) ,
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T4 =

26666666664

�1 �1 �1 . . . �1 �1 �1
1 0 0 . . . 0 0 0
0 1 0 . . . 0 0 0
...

...
...

...
...

...
0 0 0 . . . 0 0 0
0 0 0 . . . 1 0 0
0 0 0 . . . 0 1 1

37777777775
2 Rn�n (λ = 0) ,
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T5 =

266664
�1 �1 �1 �1 �1+ 4a4
1 0 0 0 �4a4
0 1 0 0 �5a2
0 0 1 0 5a2

0 0 0 1 1

377775
with σ (T5) = f0, a,�a, 2a,�2ag.
Matrix T5 is the model of a zero cluster.

Test problems T1-T4 are exactly representable in computer
arithmetic. All test problems have no small subdiagonal elements,
which otherwise should and can be avoided (see Wilkinson [38]).
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Used programs:
- Matlab 7.5 (2007b) in Windows XP environment
- multiple precision package mptoolbox_1.1 of Ben Barrowes

Source: Mathworks�File Exchange:

http : //www.mathworks.com/matlabcentral/

The corresponding parameter in testing:

precision=number of significant binary digits

Exit condition of the Newton-Hyman iteration:

jxn+1 � xn j < tol _ jf (xn)j < tol _ n > itmax .
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For T1, the maximum error of Matlab�s eig routine is 4.5658e � 4.
In higher precision the obtained precision of the Newton-Hyman
method versus exit tolerance looks like:

10­80 10­60 10­40 10­20 100
10­20

10­15

10­10

10­5

100

ex it tolerance

ob
ta

in
ed

 p
re

cis
io

n
Newton­Hyman algorithm

matrix T1, precision= 150 � 45 decimals
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There is a roughly loglinear relationship between the exit tolerance
and the obtained precision.

It also indicates, although implicitly, that the attainable precision
argument of Rall and Stewart is approximately valid at least in the
case of T1.

For the single eigenvalues of T2 Matlab�s precision is extremely
high and there is no need to improve them.

The error distribution of the double precision Matlab eig routine
on matrices T3 and T4 from n = 20 to n = 400 is shown on the
next �gure.
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Error distribution of Matlab�s eig routine

solid line=maximum error, dashed line=minimum error, dotted
line=graph of ε1/n

M , where εM is the machine epsilon and n is the
order (size) of the matrix. Indicates that the attainable precision
arguments may be valid in double precision.



Reliability of Numerical Algorithms/(CS)2 conference, July 1st, 2010

Case study 1: Eigenvalue computation

The next �gures show the obtained precision for matrix T3 for
various tolerance and precision parameters.

4 6 8 10 12 14 16 18 20
10­4

10­3

10­2

10­1

100

er
ro

r

s ize of matrices

Matrix  T3    shift=0    tol=1e­010    prec is ion=30

output error, precision �single precision

Dotted line=2�precision/n, solid line=minimum error of Matlab�s eig
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routine, dashed line=output error of the Newton-Hyman algorithm
in less (roughly single) precision.
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10­16
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100
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s ize of matrices

Matrix  T3    shift=0    tol=1e­060    prec is ion=30

output error, precision �single precision

Surprising situation: the single precision Newton-Hyman approach
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can signi�cantly improve the double precision output of Matlab�s
QR algorithm.

The error of the Newton-Hyman method follows a precision rule
similar to those of Rall-Stewart-Ypma but it is related to the exit
tolerance instead of the arithmetic precision.

Further increase of the exit tolerance or the maximum iteration
number will not give signi�cant improvement.
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We can observe the above situation in double precision as well.
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Matrix  T3    shift=0    tol=1e­015    prec is ion=52

output error, precision �double precision
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Matrix  T3    shift=0    tol=1e­070    prec is ion=52

output error, precision �double precision
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Further increase of the exit precision to 10�75 results in loss of
output precision:

4 6 8 10 12 14 16 18 20
10­20
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s ize of matrices

Matrix  T3    shift=0    tol=1e­075    prec is ion=52

output error, precision �double precision
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One can think that a simple increase of arithmetic precision solves
the problem. The following example shows that it is not the case:

4 6 8 10 12 14 16 18 20
10­20

10­15

10­10

10­5

100

er
ro

r

s ize of matrices

Matrix  T3    shift=0    tol=1e­080    prec is ion=120

output error, precision� 35 decimal digits

It can be seen that no signi�cant improvement was achieved.
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For eigenvalue clusters (matrix T5) Matlab�s QR method gives the
following results for a = 10�1, . . . , 10�15:
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Matlab�s output error



Reliability of Numerical Algorithms/(CS)2 conference, July 1st, 2010

Case study 1: Eigenvalue computation

Example

Particularly, for a = 0.0001, the Matlab result is

10�3 [�0.6804� 0.4801i , 0.2599� 0.7770i , 0.8411] ,

which is hardly acceptable when compared to the true values
10�3 [�0.1,�0.2, 0].

The next �gure shows the behavior of the Newton-Hyman method
on this problem with parameters a = 0.0001, 10�80 � tol � 10�10
and precision = 500.
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Newton­Hyman algorithm

Newton-Hyman output for a = 0.0001

It is seen that we can not improve the precision of the output of
QR method using the investigated Newton-Hyman approach.
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Solution
A simple analysis reveals that the denominator of the Newton
iteration function is 5λ4 � 15a2λ2 + 4a4 with the four roots

�a

s
3
2
�
p
145
10

, �a

s
3
2
+

p
145
10

.

If a! 0, then these roots also tend to 0, which explains the failure
of the Newton method.

Summary of Case study 1

The QR method is not working properly on multiple eigenvalues.
The multiple eigenvalues obtained by the QR method can be
improved by using the Newton method with Hyman�s evaluation
process using multiple precision.
The eigenvalue clusters can not be improved in this way.
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This investigation is an aftermath of case study 1 and it is about
the estimate of multiplicity and acceleration of convergence to a
polynomial zero/matrix eigenvalue. For details, see [10].

Assume that

f (z) = a0zd + a1zd�1 + � � �+ ad�1z + ad (1)

is a complex polynomial of degree d (d � 2).
The Newton method

xn+1 = xn �
f (xn)
f 0 (xn)

(2)

has local quadratic convergence for simple zeros and linear
convergence for multiple zeros



Reliability of Numerical Algorithms/(CS)2 conference, July 1st, 2010

Case study 2: Acceleration of the Newton method and multiplicity estimate for multiple zeros of polynomials

Schröder [30]: the modi�ed Newton method

xn+1 = xn �m
f (xn)
f 0 (xn)

(3)

has local quadratic convergence if and only if m is the multiplicity
of the zero x� to which fxig converges (see also [4], [27]).
For known m, formula (3) saves the day. If not, three types of
approach are advised.

1st approach:

xn+1 = xn �mn
f (xn)
f 0 (xn)

, (4)

where mn is the nth estimate of multiplicity based on the
computed sequence fxk , f (xk ) , f 0 (xk ) , f 00 (xk )g.
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2nd approach: apply the Newton method directly to the bm� 1-st
derivative

f (bm�1) (z) = 0, (5)

where bm is an estimate of the multiplicity.

3rd approach (Schröder, 1870): replaces f by a function g that is
constructed from f that x� is a simple zero of g (for an analysis,
see [32], [41]).

McNamee [23], [24] compared several modi�ed Newton methods
(computational time and number of function evaluations).

We are interested in the available precision and reliability.

Notations:

fn = f (xn) , f 0n = f
0 (xn) , u = f /f 0, un = u (xn) .
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Schröder�s method:

xn+1 = xn �
fnf 0n

(f 0n )
2 � fnf 00n

 
mn =

(f 0n )
2

(f 0n )
2 � fnf 00n

!
.

Traub�s method: mest = ln jf j / ln juj and

xn+1 = xn �
�
ln jfn j
ln jun j

�
un.

The Aitken-Ste¤ensen acceleration:

xn+1 = xn � un,
xn+2 = xn+1 � un+1,

xn+3 = xn+2 �
u2n+1

un � un+1
.

Ostrowski�s algorithm:

xn+1 = xn � un,
xn+2 = xn+1 � un

un�un+1 un+1.
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Rall�s method:

xn+1 = xn �
un�1

un�1 � un
un

�
mn =

1
1� un/un�1

�
.

Madsen�s multiplicity estimate [20], [21] relates to line search
minimization (see also [22]).
The multiplicity is estimated by the smallest positive integer mest ,
that satis�es both inequalities

jf (x �mestu (x))j � jf (x � (mest + 1) u (x))j

and

jf (x � ju (x))j > jf (x � (j + 1) u (x))j (j = 1, . . . ,mest � 1) .

McNamee [23] found that Madsen�s method was the fastest among
those he tested for speed.
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Details of numerical testing:

29 test polynomials
pairwise comparisons between the plain Newton method and
the modi�ed Newton methods with a built-in multiplicity
estimate.
testing the multiplicity estimate on the output of the plain
Newton method whenever applicable.
exit condition:

jxi+1 � xi j < tol _ jf (xi )j < tol _ i > itmax

with parameters: itmax = 120,
tol = 1e � 5, 1e � 10, 1e � 15.
comparisons only on "solved" test problems. A test problem
was "solved", if both the Newton and the modi�ed Newton
method terminated in less than or equal to itmax iterations,
and the output approximations and multiplicity estimates were
�nite numbers.
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Observed quantities:

the average iteration numbers (on the "solved" problems),

the number of "solved" problems,

the average error of the multiplicity estimate on the output,

the number of cases, when the multiplicity estimate gave
exact result or the absolute value of its error was less than 0.5.
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Tested estimates and methods:

Index Method
1 Newton-Schröder (in fact Schröder)
2 Newton-Schröder rounded (to the nearest integer)
3 Newton-Rall
4 Newton-Rall rounded (to the nearest integer)
5 Newton-Traub
6 Newton-Traub rounded (to the nearest integer)
7 Newton-Aitken (-Ste¤ensen)
8 Newton-Ostrowski
9 Newton-Hansen-Patrick
10 Newton-Madsen
11 Crouse-Putt-Newton (CPNewt)
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Signi�cant improvements in the average iteration number, except
for the Newton-Aitken method. The winners are

1. Newton-Madsen (28%)
2. Newton-Schröder (41%)
3. Newton-Hansen-Patrick (47%).

The higher exit tolerance gives smaller iteration numbers although
this e¤ect is not unlimited.
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The average error of the multiplicity estimates are generally
increasing when applied in the modi�ed Newton framework. The
ratio of the mean errors of the modi�ed Newton and the plain
Newton methods varies in the interval (1.04, 1.78). The worst case
is the Newton-Rall (1.78), while the best three methods are

1. Newton-Traub (1.04)
2. Newton-Schröder rounded (1.14)
3. Newton-Traub rounded (1.18).
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For increasing exit tolerance, the number of solved problems
decreases.
The winner are the rounded Newton-Rall method closely followed
by the Newton-Madsen and CPNewt methods.
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The number of "exactly" estimated multiplicities, although it is
related to the previous measure, gives another order:
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For increasing exit tolerance, the number of "exactly" estimated
multiplicities is also decreasing.
The �rst three methods are Newton-Ostrowski (44),
Newton-Madsen (40) and Newton-Schröder rounded (39).
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The �nal ranking of the tested methods was made by a standard
scoring technique.
For each comparison we assigned unique scores from 1 to 11,
where the best is 1 and the worst is 11.
The �nal ranking is given by the sum of individual scores and the
best method will be the one with the smallest total score.
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The overall winners:
1. Newton-Schröder rounded (scores: 13)
2. Newton-Madsen (scores: 13)
3. Newton-Schröder (scores: 19).

Conclusions

The built in multiplicity estimates can signi�cantly decrease the
number of Newton iterations.
These multiplicity estimates combined with the Newton method
usually give worse multiplicity estimate opposite to their intended
purpose.
They cannot be really considered as reliable multiplicity estimators
but can be used as useful convergence accelerators.

Problem
If not the multiplicity estimate improves the convergence speed of
the plain Newton method, then what else.
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