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Preface

This conference is the tenth in a series. The organizers aimed to bring together PhD students
working on any field of computer science and its applications to help them publishing one of
their first abstracts and papers, and provide an opportunity to hold a scientific talk. As far
as we know, this is one of the few such conferences. The aims of the scientific meeting were
determined on the council meeting of the Hungarian PhD Schools in Informatics: it should

• provide a forum for PhD students in computer science to discuss their ideas and research
results;

• give a possibility to have constructive criticism before they present the results at profes-
sional conferences;

• promote the publication of their results in the form of fully refereed journal articles; and
finally,

• promote hopefully fruitful research collaboration among the participants.

The papers emerging from the presented talks will be forwarded to the Acta Cybernetica
journal.

The organizers hope that the conference will be a valuable contribution to the research of
the participants, and wish a pleasant stay in Szeged.

Szeged, June 2016

Rudolf Ferenc
Balázs Bánhelyi
Tamás Gergely
Attila Kertész

Zoltán Kincses
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Program

Monday, June 27

08:00 – 08:50 Registration and Opening

08:50 – 10:00 Talks – Testing (3x20 minutes)

10:00 – 11:00 Talks – Mining (2x20 minutes)

11:00 – 12:40 Talks – Machine Learning (5x20 minutes)

12:40 – 14:00 Lunch

14:00 – 15:00 Plenary talk

15:00 – 16:40 Talks – Medical Solutions (4x20 minutes)

16:40 – 18:00 Talks – Program Analysis (4x20 minutes)

19:00 Reception at the Rector’s Building

Tuesday, June 28

08:30 – 09:40 Talks – Programming Languages (3x20 minutes)

09:40 – 11:00 Talks – Image processing I. (3x20 minutes)

11:00 – 12:00 Plenary talk

12:00 – 12:40 Talks – Model Matching (2x20 minutes)

12:40 – 14:00 Lunch

14:00 – 15:40 Talks – Image Processing II. (4x20 minutes)

15:40 – 17:00 Talks – Algorithm (4x20 minutes)

17:15 Social program

19:00 Gala Dinner at the Rector’s Building

Wednesday, June 29

08:30 – 09:40 Talks – Cloud/IoT (3x20 minutes)

09:40 – 11:00 Talks – Networking (3x20 minutes)

11:00 – 12:00 Plenary talk

12:00 – 12:40 Talks – Models (2x20 minutes)
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14:00 – 15:20 Talks – Optimization (4x20 minutes)

15:20 Closing
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PLENARY TALKS

The Optimality Program in Parameterized Algorithms

Dániel Marx
Institute for Computer Science and Control, Hungarian Academy of Sciences (MTA

SZTAKI), Hungary

Parameterized complexity analyzes the computational complexity of NP-hard combinato-
rial problems in finer detail than classical complexity: instead of expressing the running time
as a univariate function of the size n of the input, one or more relevant parameters are defined
and the running time is analyzed as a function depending on both the input size and these
parameters. The goal is to obtain algorithms whose running time depends polynomially on
the input size, but may have arbitrary (possibly exponential) dependence on the parameters.
Moreover, we would like the dependence on the parameters to be as slowly growing as pos-
sible, to make it more likely that the algorithm is efficient in practice for small values of the
parameters. In recent years, advances in parameterized algorithms and complexity have given
us a tight understanding of how the parameter has to influence the running time for various
problems. The talk will survey results of this form, showing that seemingly similar NP-hard
problems can behave in very different ways if they are analyzed in the parameterized setting.
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PLENARY TALKS

How to avoid the Classification Theorem of Finite Simple Groups in
Asymptotic Group Theory

László Pyber
Hungarian Academy of Sciences, Rényi Institute (MTA Rényi), Hungary

The Classification of Finite Simple Groups (CFSG) is a monumental achievement and a
seemingly indispensable tool in modern finite group theory. By now there are a few results
which can be used to bypass this tool in a number of cases, most notably a theorem of Larsen
and Pink which describes the structure of finite linear groups of bounded dimension over finite
fields. In a few cases more ad hoc arguments can be used to delete the use of CFSG from the
proofs of significant results. The talk will discuss a very recent example due to the speaker:
how to obtain a CFSG-free version of Babai’s quasipolynomial Graph Isomorphism algorithm
by proving a weird lemma about permutation groups.

2



PLENARY TALKS

Models and Queries for Smart and Safe Cyber-physical Systems

Dániel Várró
Budapest University of Technology and Economics (BME), Hungary

A smart and safe cyber-physical system (CPS) autonomously perceives its operational con-
text and adapts to changes over an open, heterogeneous and distributed platform with a mas-
sive number of nodes, dynamically acquires available resources and aggregates services to
make real-time decisions, and resiliently provides critical services in a trustworthy way. In this
talk, I present some challenges of CPS, and overview recent synthesis, exploration and valida-
tion techniques based on graph models and queries to assist the model-driven engineering of
smart and safe CPS.
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Analysis of Include Dependencies in C++ Source Code

Bence Babati, Norbert Pataki, Zoltán Porkoláb

The C++ Standard Template Library is the flagship example for libraries based on the generic
programming paradigm. The usage of this library is intended to minimize classical C/C++ er-
rors, but does not warrant bug-free programs [1]. Furthermore, many new kinds of errors may
arise from the inaccurate use of the generic programming paradigm, like dereferencing invalid
iterators or misunderstanding remove-like algorithms [4].

Unfortunately, the C++ Standard does not define which standard header includes another
standard headers [4]. It is easy to write code that works perfectly on an implementation but
fails to compile with another implementation of STL. These unportable codes should be result
in compilation error with every STL implementation [3]. However, in this case the compiler
does not warn us that this code is erroneous.

In this paper we present our tool that is based on the Clang [2]. This tool is able to detect
the missing include directives that are patched by the STL implementation’s internal struc-
ture. It also reports the unnecessary include directives to avoid extra compilation time. The
background of our tool is discovered and we briefly present the underlying data structures
and algorithms. We analyse how these problems occur in open source libraries and programs.
Which environment proves oneself to be lazy or strict? How the developers take advantage of
this portability issue?

References

[1] Horváth, G., Pataki, N.: Clang matchers for verified usage of the C++ Standard Template Library,
Annales Mathematicae et Informaticae, Vol. 44 (2015), pp. 99–109.

[2] Lattner, C.: LLVM and Clang: Next Generation Compiler Technology, The BSD Conference,
2008.

[3] Meyers, S.: Effective STL, Addison-Wesley, 2001.

[4] Pataki, N.: C++ Standard Template Library by Safe Functors, in Proc. of 8th Joint Conference
on Mathematics and Computer Science, MaCS 2010, Selected Papers, pp. 363–374.

[5] B. Stroustrup: The C++ Programming Language, Addison-Wesley, special edition, 2000.
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A parallelized interval arithmetics based reliable computing method
on GPU

Zsolt Bagóczki, Balázs Bánhelyi

Videocards has outgrew in the past to be only a simple tool for graphic display. With their
high speed video memories, lots of math units and parallelism, they provide a very powerul
platform for general purpose computing tasks, in which we have to deal with large datasets,
which are highly parallelizable, have high arithmetic intensity, etc. Our selected platform for
testing is the CUDA (Compute Unified Device Architecture), that grants us direct reach to the
virtual instruction set of the video card, and we are able to run our computations on dedicated
computing kernels. The CUDA development kit comes with a useful toolbox with a wide range
of GPU based function libraries.

In this parallel environment we implemented a reliable method. Hence the finite precision
of computers, for achieving a reliable method, we needed to use interval arithmetics, so in-
stead of giving a rounded, inaccurate result, we are able to give an interval, that is certainly
including the exact answer. Our method is based on the branch-and-bound algorithm, with
the purpose to decide whether or not any given property applies for a two-dimensional inter-
val. This algorithm will give us the opportunity to use node level parallelization. Node level
parallelization means, that our nodes are evaluated simultaneously on multiple threads we
start on the GPU. This is called low-level, or type 1 parallelization, since we do not modify the
searching trajectories, neither do we modify the dimensions of the branch-and-bound tree [1].

For testing, we choose the circle covering problem. It is the dual of circle packing, where our
goal is to find the densest packing of a given number of congruent circles with disjoint interiors
in a unit square. In circle covering, we aim for finding the full covering of the unit square with
congruent circles of minimal radii. Overlapping interiors are allowed. For achieving easily
scalable test cases, we will decide the covering with precalculated circles, where the diameter
of the circles is the diagonal of the unit square, divided by a given number, n, and the number
of the circles is the square of n. We scaled the problem up to three dimensions, and ran tests
with sphere covering problems, too, and we discuss the possibility of scaling the problem up
to any dimensions easily.

References

[1] Teodor Gabriel Crainic, Bertrand Le Cun, and Catherine Roucairol: Chapter 1. Parallel
Branch-and-Bound Algorithms, Parallel Combinatorial Optimization. Published Online
(2006)
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The Connection of Antipatterns and Maintainability in Firefox

Dénes Bán

The theory that antipatterns have a negative effect on source code maintainability is widely
accepted but has relatively little objective research to support it. We aim to extend this research
by analyzing the connection of antipatterns and maintainability in an empirical study of Fire-
fox, an open source browser application developed in C++.

First, we selected 45 evenly distributed sample revisions from the master and electroly-
sis branches of Firefox between 2009 and 2010 – approximately one revision every two weeks.
These provided the basis for both antipattern detection and maintainability assessment. We
extracted the occurrences of 3 different antipattern types – Feature Envy, Long Function and
Shotgun Surgery – defined by Brown at al. [1], using the same tool we previously published [2].
The antipatterns from the literature were interpreted in this case as violations of specific metric
thresholds and/or structural constraints. E.g., for a method to be considered an instance of
Feature Envy, it had to have more attribute accesses than a configurable limit while simulta-
neously the ratio of these accesses referring to foreign – i.e., non-local – attributes had to be
higher than another limit. This would lead us to believe that the method itself is interested in
attributes, but mainly not the ones belonging to its parent class, hence we call it “envious” of
the other classes.

After extracting all the antipatterns, we summed the number of matches by type and divided
them by the total number of logical lines of the subject system for each revision to create new,
system-level antipattern density predictor metrics. This division makes sure that a system can
be considered more maintainable than another even when it has more antipattern instances
given that the ratio of these instances to the size of the system is less.

Next, we computed corresponding maintainability values using a C++ specific version of
the probabilistic quality model published by Bakota et al. [3], which calculates increasingly
more abstract source code characteristics by performing a weighted aggregation of lower level
metrics according to the ISO/IEC 25010 standard [4]. Its final result is a number between 0
and 1 indicating the maintainability of the source code.

After this, we checked for correlations between the maintainability values and each of the
different antipattern densities to unveil a connection between the underlying concepts. We
found that Feature Envy, Long Function and Shotgun Surgery had coefficients of -0.95, -0.94
and -0.36 for Pearson’s, and -0.83, -0.85 and -0.57 for Spearman’s correlation, respectively. These
figures show strong, inverse relationships, thereby supporting our initial assumption that the
more antipatterns the source code contains, the harder it is to maintain.

Finally, we combined these data into a table applicable for machine learning experiments,
which we conducted using Weka [5] and a number of its built-in algorithms. All regres-
sion types we tried for predicting source code maintainability from antipattern information
– namely, Linear Regression, Multilayer Perceptron, REPTree, M5P and SMO Regression –
reached correlation coefficients over .93 while using negative weights for the antipattern pre-
dictors in their built models. This not only means we can give precise estimations for the
maintainability of the source code using its antipattern densities alone but also emphasizes
their reversed roles.

In conclusion, we believe that this empirical study is another step towards objectively prov-
ing that antipatterns have an adverse effect on software maintainability.
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Checking binary compatibility for modern programming language

Áron Baráth, Gábor Alex Ispánovics, Porkoláb Zoltán

Modern programming languages prefer to support rapid development improved with flex-
ible and expressive features. It seems languages take more effort in development rather than
long-time support of the code. This trend can be seen in the fact that many languages handles
binary compatibility poorly. In many cases only a very little change can cause serious runtime
problems, like miscalculations and crashes.

In C [3] and C++ [4] (and in many other languages) binary compatibility starts when linking
multiple objects into an executable or dynamic library. Using any build system, we can give
situations when the built system will not recognize the dependencies correctly, and the com-
piler outputs a wrong binary – it is more likely when system-wide headers are also involved.
Furthermore, the same issue can arise when linking against static libraries. These problems can
be avoided with a local database of detailed information about the types and functions. The
problem is getting more uncontrollable when a client uses dynamic libraries. While in C only
the name of the functions and objects (also known as global variables) are used in static- and
dynamic linking, in C++ mangled names are used to link functions. The mangled names will
provide a little more validation when loading a library, but it is not nearly sufficient.

In the other hand, we have to calculate with the expected incompatibility: obviously, an
interface modification will break the user programs, while modifications are not related to the
interface itself are the most problematic. Many languages cannot handle correctly the second
case due to optimization reasons or due to information loss.

Note that, the problem of the binary compatibility is not limited to languages like C and C++,
but it is a real issue in managed languages as well – for example in Java language. Researches
aimed to identify the possible weakpoints [1], others try to provide a solution for that [2].

In this paper we present an experimental method to detect binary incompatibilities in C++
program. Moreover we introduce our experimental programming language, Welltype [5],
which is aimed to present a solution to detect unwanted binary incompatibilities at link-time.
Our approach will not load incompatible programs into the same runtime context.
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Cox regression based process optimization
János Baumgartner, Zoltán Süle, János Abonyi

Data mining is an efficient tool to reveal information and to discover correlations derived
out of this data. Process mining and event analysis become more and more popular research
area for investigating a sequence of events. Examining the available set of information leads
straight to the opportunity of either iterative process development or optimization. According
to the general interpretation of survival analysis [1][2] a process can be investigated by focus-
ing on a special event of interest, thus an estimation can be given for the expected duration of
surviving time. The Cox’s proportional hazard model is capable to divide the entire investiga-
tion period into spells (i.e. sub periods) [3]. Thus, the possibility for investigation of different
sub periods can be ensured, so the entire process is influenced by each sub process in every
well-defined time slot, hence the overall risk and the shape of the survival or hazard function
also differs from time to time. We introduce a novel methodology by which time and also cost
can be saved by determining the optimal sequence of sub processes in the considered process.
Contrary to the classical survival analysis the core idea is to examine the data of a test process
consisting of sub process steps, and based on the gained information the sequence of these sub
elements can be redesigned. Additionally, when parameters also have to be taken into account,
the result of the investigation is affected accordingly. Therefore, parametrical survival patterns
can be fitted to the problem, so the risks for each time period can be determined. Using Cox
regression we can highlight those process steps including those relevant parameters which in-
crease significantly the risk. It is also important to emphasize that the fault of a process step
not exclusively means the fault of the entire process, it assumes a rising risk of the overall fault.
These individual sub hazard functions assigned to the different time periods build up a com-
plex characteristical survival function of the regarded process. As a further development we
inspect the possibilities of extending the basements as a problem class in connection with neu-
ral networks. The results are illustrated through a realistic example taken from manufacturing
and analysis of education data.
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Improving OpenStack services
with source code optimizations

Biswajeeban Mishra

Cloud Computing is a broad research area that uses many aspects of software and hard-
ware solutions, including computing and storage resources, application runtimes or complex
application functionalities. Clouds enable the outsourcing of IT infrastructure management for
users, allowing them to concentrate on their core competencies to get better performance [1].

OpenStack is an open source cloud computing framework having a built-in modular archi-
tecture,based on the IaaS (Infrastructure as a Service)[2] model. It was founded in 2010, cur-
rently it is managed by the OpenStack Foundation, a non-profit corporate entity established in
September 2012. Since then more than 500 companies have joined the project. It has rapidly
grown into a global software community of developers and cloud computing technologists
collaborating on an open-source cloud operating system for both public and private clouds.
OpenStack clouds are powered by a series of interrelated projects to support virtualized infras-
tructure and application management forming a robust and complex distributed system [3]. All
these services are controlled and managed using Openstack’s Dashboard, a web based graphi-
cal user interface, which provides administrators and users to access, provision, and automate
cloud-based resources.

The aim of this paper is to introduce source code analysis on OpenStack with a predefined
tool-chain (including a coding rule checker, metrics calculator, and duplicated code detector),
and to discuss how to derive concrete blueprints targeting improvements of the internal quality
of the platform. This process requires contributions from both theoretical research and practi-
cal development, including software tool releases and prototypes, tracking and fixing known
issues and defects in OpenStack software by understanding the complete development work
flow and architecture.
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Comparison of WiFi RSSI Filtering Methods

Bence Bogdándy, Zsolt Tóth

Indoor Positioning Systems have gained attention in the last decade. WLAN is one of the
most popular technology among fingerprinting based Indoor Positioning Systems. RADAR
was the first fingerprinting based system that recorded the WIFI RSSI value at known location.
The HORUS system [1, 7] is location determining system [3] based on the IEE 802.11b WiFi
connection. It showed that using time series instead of single values increases accuracy of
indoor positioning algorithms. The system used a simple filter which was taking the average
of the measurements.

The applied use of filters [5] as preprocessing algorithms on ongoing measurements to sep-
arate data from noise is an important research area. The usage of such filters [2] can provide a
data set free of inconsistencies. The filtered data can be used to accurately describe a location.
This paper focuses on the analysis of time series [8] of WiFi RSSI measurements. The analy-
sis of the time series could lead to the development of an efficient client site filtering method
for indoor positioning systems [4, 6]. The Wifi RSSI values were recorded in order to perform
the efficiency analysis of the Filters. The recording took place in the University of Miskolc’s
Institution of Information Science, Department of Information Technology. The values were
used to create a data set in order to test the filters. The paper focuses on the comparison of
three different filtering methods. The first filter is HORUS’ algorithm which takes the average
of the last m values where m is the memory size. The second filter is also based on time win-
dowing but it has two parameters threshold and a memory size. The algorithm calculates the
total difference of the values in the memory. If the sum exceeds the threshold, then the cur-
rent value is replaced by the average of the values in the memory. The third filter differs from
the second one because it calculates the threshold dynamically. Thus, this filter requires less
parameters and could be more adaptive. These filters were tested and compared over the pre-
recorded dataset. R was used to implement the tested filtering methods that results are shown
in Figure 1. These line charts show how the RSSI values (dB) changes over a time (s) period.
Figure 1(a) shows the unfiltered dataset that range was up to -60 dB. The HORUS’ filter could
decrease the range to -15 dB that is shown in Figure 1(b). Moreover, the filtered RSSI values
become real number due to the usage of average function. Figure 1(c) shows the results of the
filter that uses a predefined threshold. The filtered values are not necessarily replaced with the
average so the measured values can be contained in the yield data. So this method can be used
to eliminate the random observation errors caused by temporal events. Figure 1(d) presents
the results of the time windowing with dynamic threshold. However this method have larger
range than the previous filters, but it depends on only one parameter which eases its usage.
The presented comparison of filtering methods allows us to create efficient client side filtering
to improve stability of the measured RSSI values. The filters create a more stable series where
the range of values is reduced. Usage of client side filtering can improve the accuracy of the
Indoor Positioning System. These filters will be implemented on Android platform in order to
test them in real life scenarios and to test their effect on the ILONA system.
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Figure 1: Results of the tested filtering methods
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Finding semantical differences between C++ standard versions

Tibor Brunner, Norbert Pataki, Zoltán Porkoláb

Programming languages are also participants of the modern software technology. Software
systems are getting increasingly large-scale, which means that their code base also gets more
and more complex. To compensate this, programming languages are providing high-level con-
structions to ease the handling of higher abstraction levels.

C++ is one of the most widespread programming languages among those applications which
require high runtime performance. In the last few years C++ has introduced new features to en-
able creation of faster programs with less code. Among others C++11 handles multi-threading
for parallel tasks, and move semantics for administration of temporary objects to save memory
and CPU usage.

Programmers’ expectation is that they can benefit from these new language features, and
their previously written codes have the same behaviour when a new compiler version is used.
Unfortunately this is not the case. We have found some examples when building the same
program with a new compiler may have different results. This is caused by the semantic change
of some constructions between two versions of the language standard. This means that it can
be a challenging task to maintain the huge amount of legacy code, developed over the years,
and to ensure that their behaviour is unchanged after an update of the build environment.

In this article we draw the attention on some of the semantic changes between the different
versions of the standard. We present a static analysis method for finding these differences, and
provide a tool for listing them. For this purpose we use LLVM/Clang compiler infrastructure.
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RJMCMC Optimization of marble thin section image segmentations

Ádám Budai, Kristóf Csorba

The project GrainAutLine [1] addresses the issue of easing the analysis procedure of marble
thin section images which usually involves time consuming manual work. The traditional
and the actually widespread method to extract valuable information about the images starts
by drawing the borders of the grains by hand. These are then used to produce grain size
histograms and further statistics about the grains and their neighborhood. Experts use these
results to draw conclusions about the provenance of the sample, the quality, and a lot of other
properties. The project is about creating a software especially for geologists which enables them
to access the required information in an automatic way (further endeavor) or at least semi–
automatic way (closer purpose). The automation involves the following features: identifying
the grains using image segmentation methods, and extracting statistic related information. The
full automation is difficult due to the fact that marble grains are not artificial formations and
they can show anomalies even an expert may be confused about. To eliminate uncertainty
caused by the difficult cases the program lets the user make some interventions and correct
mistakes. In this work a sub–project of GrainAutLine is shown which deals with only the
image segmentation.

The proposed algorithm presented in this paper is for the segmentation of the grains in a
special situation when a lot of twin crystals pose a challenge for the traditional algorithms like
adaptive thresholding. A twin crystal is the result of more small crystals when they melt into
a bigger one under special circumstances, as this leads to very characteristic patterns inside
the grains which need to be distinguished from the true grain boundary lines. The basic idea
is the over–segmentation of the image with another algorithm which is already available in
the software. The over–segmented picture contains many little segments called blobs and the
algorithm structures the blobs into bigger groups called superblobs. The concrete superblobs
give a possible configuration of the system. The goal is to change this configuration until the
superblobs match the real grains. The change occurs according to an energy function which
depends on the configuration. The better the configuration, the smaller the total energy. [2] The
capability of the algorithm revolves around the good choice of the energy function. Finally, the
remaining task is the minimization of the energy function.

The energy function is the sum of four energy terms. Each term grabs a concrete character-
istic of the shape of the grains: (1) the fact that grains tend to be convex, that (2) the straight
parallel lines indicate twin crystals. (3) The actual technique relies on the user’s intervention
in some extent because the user is required to mark every grain in the input picture, and that
(4) grains do not entirely surround other grains. The proposed algorithm uses the Reversible-
jump Markov Chain Monte Carlo (RJMCMC) optimization method [3] in order to change the
configuration of the superblobs until the energy function reaches its minimum point. The algo-
rithm was tested on both artificial and real images and the profile of its performance in terms of
processing time, accuracy and convergence speed. The results have proven that the concept of
this algorithm can solve the segmentation of marble thin sections even in the presence of twin
crystals.
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Towards hierarchical and distributed run-time monitors from
high-level query languages

Márton Búr, Dániel Varró

Context. A cyber-physical system (CPS) consists of computation, communication and con-
trol components tightly combined with physical processes of different nature, e.g., mechanical,
electrical, and chemical [1]. Compared to traditional embedded systems, key characteristics of
a CPS include a (1) massive number of heterogeneous nodes ranging from cheap, low-energy smart
devices to mobile phones to high-end cloud-based servers, (2) adaptability to conditions that dif-
fer significantly from the ones they were designed for (new requirements, new services, new
platforms, failures) in dynamic environments, while (3) delivering critical services in a trustworthy
way. Such systems include autonomous and connected cars, smart healthcare devices, smart
factories, smart homes or smart cities.

Problem statement. Due to their dynamic nature, the assurance of smart and trusted CPS
typically relies on run-time verification, which aims to check if their execution at run-time
meets its requirements [2]. For instance, the data provided by force torque sensors and tactile
sensors of an automated robot arm can be evaluated to decide if the arm is in a dangerous
situation. High-level property languages are increasingly used for specifying complex struc-
tural conditions of the system. These properties are either evaluated over run-time models
(which are directly connected to the system itself) or they serve as an input for synthesizing
run-time monitors for a heterogeneous platform. However, due to resource constraints of these
devices (e.g. CPU, memory, energy) and the continuously evolving platform and services, the
deployment of hierarchical monitors to such a target platform is a very challenging task.

Objectives. In this line of research, we aim to continuously evaluate properties captured
in high-level query languages over run-time models by deploying them over a heterogeneous
platform for run-time verification purposes. While efficient incremental and search plan-based
query optimization techniques have been developed in model-driven engineering [3] as well as
for graph databases [4], their application in an environment with strict resource constraints and
soft real-time requirements is a major challenge. As a first step, we illustrate these challenges
in the context of the MoDeS3 demonstrator [5] developed for the Eclipse IoT Challenge 2016.
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Real Time Road Traffic Characterization Using Mobile Crowd
Sourcing

Cristian Babau, Marius Marcu, Mircea Tihu, Daniel Telbis, Vladimir Cretu

Traffic optimization is a subject that became vital for the world we live in. People need to get
from a starting point to a destination point as fast and safe as possible. Traffic congestion play a
very important role in the frustration of people resulting in time loss, reduced productivity and
wasted resources. With our research we aim to address these issues by proposing a real time
road traffic planning system based on mobile context and crowd sourcing efforts. The first step
toward this goal is real-time traffic characterization using data collected from mobile sensors of
the traffic participants: drivers, pedestrians, cyclists, passengers. We started developing a data
collection and analysis system composed of a mobile application to collect user context data
and a web application to view and analyze the data.

Figure 1: Overall architec-
ture

The architecture presented in Fig. 1 is composed of mod-
ules representing the main characteristics and functionality of
the system. The data collection module can be further divided
into two categories: the mobile sensors and the mobile local
database. It collects environmental context information from
sensors of the smart phones. It uses the accelerometer as the
starting point of the system. Because of its low power consump-
tion, the accelerometer could be always on. When it detects ac-
celeration greater than a threshold it activates other sensors in
the mobile probe depending on the momentary context. The lo-
cation is gathered via Mobile Station Sensors, GPS and GSM.
When the mobile device, for some reason, can’t connect to the
main server, then proposed system uses a database in the mo-
bile device as a temporary cache database. Here the information
about the environmental context is stored and transmitted to the server when the connection is
available.

The data transmission module uses the standard mobile connections available 3G/4G or Wi-
Fi. When the connection is severed intentionally (user turns off data connection) or not (areas
with bad data connection) then the environmental context data will be stored in the mobile
database. When the connection is available, then the transmission of data resumes. Not all
data is relevant or necessary or it is private. Initial data filtering could be done in the mobile
phones to reduce the amount of data transmitted to the server. Than the server takes the data,
analysis it, processes it and in this process filters it. Anonymization is a very important part of
the whole process. The user’s private information should not be published or transmitted in
any way.

Another way of collecting the data is by using Social Media Crowd Sourcing. Social media
like Facebook or Twitter are also used to collect traffic information. These techniques are not
yet integrated into any ITS, because, like the radio station collection, the opinion regarding the
status of the roads, congestion, incidents are subjective to the crowd. Popular route planning
systems, like Google Maps, Bing Maps, Yahoo Map, generate driving directions using a static
database of historical data [1]. They are built in the assumption of constancy and universality,
the notion that an optimal route is independent of the weekday and the time of day [1]. In a
number of countries Google Maps has a system called Google Traffic integrated into the Maps
application that uses crowd sourcing as the main source of data collection [2]. Another route
planning system is Waze which uses the subjective information given by the users regarding
the status of the roads, congestion, incidents. Waze is using human users in the loop for large-
scale sensing and computing, including human-powered sensing, human-centered computing,
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transient networking, and crowd data processing and intelligence extraction [3]. Most of the
web maps mentioned before give real time traffic information for a few road segments. How-
ever, the real time traffic conditions are just for the user information and it is not integrated into
the driving route that the user queried. The suggested routes are still static, they do not change
according to the weekday or the time of day or the congestion that could form, calculated by
knowing the distance of two points in a graph and the legal speed a vehicle [4].

Figure 2: Tool overview

Having data collected from the
mobile device sensors helped to
analyze and characterize different
routes based the start point, the
end point and data correspond-
ing to different location points be-
tween them. Using the Google Di-
rections API all the API segments
that are part of a certain road were
queried in order to estimate the
minimum, medium and maximum
speed, acceleration, light intensity
and sound intensity on each static
segment based on the data previ-
ously acquired from the sensors.

Each route recorded was parsed: for each segment provided by the API, a local query was used
to determine if there are points which could be mapped to the API segment and then based on
their timestamp the API segment end-points timestamps are estimated (Fig. 2). Then, based on
the timestamps, the acceleration, speed, light intensity and sound intensity for the current API
segment are estimated based on the sensor data collected. If a segment has no points that can
be mapped inside of it, that the segment is not estimated for that particular route and may be
estimated when analyzing a different route that may have locations that can be mapped inside
the segment. We started the collection of context data in January 2016 in Timisoara, Romania.
We now have 2.9 GB of data in the database. That includes over 17 million entries from ac-
celerometer, over 58.000 entries from battery level, over 1600 entries from contexts, over 50.000
entries from foreground application, over 9 million entries from gyroscope, over 2.5 million
entries from light level data, over 5.5 million entries from linear acceleration data, over 400.000
entries from GPS, over 9 million entries from magnetic field data, over 1.3 million entries from
pressure data, over 220.000 entries from sound data, 321 processed routes, over 15.000 map
segments.

References

[1] J. Letchner, J. Krumm, E. Horvitz, "Trip Router with Individualized Preferences (TRIP):
Incorporating Personalization into Route Planning", 2006.

[2] F. Lardinois, "Google Maps Gets Smarter: Crowd sources Live Traffic Data", 2009.

[3] B. Guo, Z. Wang, Z. Yu, Y. Wang, N.Y. Yen, R. Huang, X. Zhou, "Mobile Crowd Sensing
and Computing: The Review of an Emerging Human-Powered Sensing Paradigm", ACM
Computing Surveys, Vol. 48(1), 2015

[4] Ji Yuan, Yi Zheng, Xi Xie, G. Sun, "T-Drive: Enhancing Driving Directions with Taxi Drivers’
Intelligence", IEEE Transactions on Knowledge and Data Engineering, Vol. 25(1), 2013.

18



Physical simulation based technique for determining continuous
maps between meshes

Gábor Fábián

The classification theorem of closed surfaces states, that any connected compact orientable
surface is homeomorphic to the sphere or connected sum of n tori, for n ≥ 1. If X,Y ⊂ R3

are topologically equivalent surfaces, then there exists an H : X → Y bijection between the
two surface such H and H−1 are continous functions. Let us suppose, that f and g are the
parameterizations of X and Y are given, i.e. for some I ⊂ R2 two-dimensional interval f : I →
X and g : I → Y bijections are known. The so-called homotopy between the functions f and g
is defined as an h : [0, 1]×I → R3 continuous map, such h(0, x) = f(x) and h(1, x) = g(x). As f
and g are parameterization of the topologically equivalent surfaces, then h can be interpreted as
a continuous deformation between the surface X and Y . In our research we are looking for this
type of transition function for given X and Y surfaces. In computer graphics a surface is mostly
represented by a triangular mesh, i.e. a set of vertices and the vertex indices of triangular
surface elements. Since the parameterization of the surface is unknown, it is not an easy to
define a transition between X and Y . The fact, that a given surface is topologically equivalent to
the sphere (or n-tori) can be checked quite easily, but commonly defining the homeomorphism
between surfaces or the homotopy between parameterizations is a difficult task. On the other
hand, if we knew the parameterization of the surfaces, defining a homeomoprhism would be
much easier. Therefore we invented a method, that can determine the parameterization of
meshes that are homeomorphic to the sphere. The main idea came from the real world, we
simulate the motion of the surface particles of an air balloon, because if the internal pressure
is large enough, the balloon surface is similar to a sphere. Let us consider the vertices, edges
and the mesh to be particles, springs and surface of a soft body, respectively. Then we can
simulate the pressure acting in the direction of face normals. As the faces move outwards,
the volume of the body increases, therefore the pressure decreases. The springs do not let the
adjacent vertices to move far away from each other. Obviously, if each vertices displaced to a
sphere, then the spring force and pressure force act in the opposite direction, therefore this is a
state of equilibrium. If the simulation is successful, then we get a homeomorphism between a
given surface and the sphere, therefore we can easily determine the parameterization and the
transition function between surfaces. We will present our results in physical simulation, mesh
parameterization and determining homeomorphisms and transitions between meshes.
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Architectural challenges in creating a high-performant
model-transformation engine

Tamás Fekete, Gergely Mezei

Modeling is a frequently used concept in computer science. One of its main application
areas is the Model-driven Engineering (MDE). Due to the essential role of model processing
in MDE, it is important to find and apply efficient model-transformation algorithms. Several
techniques exist, one of the most popular among them is the graph rewriting-based model
transformation. Graph rewriting is based on subgraph isomorphism, which is an NP complete
problem. Since MDE tools must often handle huge models, performance is a key feature. How-
ever, graph rewriting tends to slow down sharply as the size of the input model increases. The
usage of strongly parallelized algorithms is a way to increase the performance. Nowadays,
there are several kinds of hardware components supporting efficient evaluation of parallelized
algorithms. OpenCL framework is the most popular interface supporting heterogeneous ar-
chitectures (e.g. CPU, GPU, APU, DSP) [1]. The comparison of the OpenCL framework and
other vendor specific solutions is studied in many papers e.g. in [2]. According to the classi-
fication of graph transformation approaches [3], none of them can use the advantages of the
OpenCL framework. Our overall goal is to fill in this gap and create a high-performant general
model-transformation engine based on the OpenCL framework. The engine we are creating is
referred to as the GPGPU-based Engine for Model Processing (GEMP). In [4] we have worked
out and evaluated the first part (pattern matching) of model transformations. However, model
transformation is not complete without the ability of rewriting the pattern. In this paper, we
take this step and describe the desinging and implementation challenges and our solution. The
performance is studied on experimental way using a case study.

OpenCL versions are backwards compatible. Since NVIDIA GPUs support OpenCL 1.2
only, we have decided to use this version in order to maximize the hardware independence.
The implementation is applied in C++11 (STL and Boost libraries are used), we are using the
test-driven development methodology (TDD). The evaluation of the unit tests provided imme-
diate feedback about the state of the implementation continuously from the beginning, which
was a great help in judging our progress. As the main goal is to achieve a high-performant
model-transformation engine, the following four main points are discussed in the current
paper: (i) The description of an efficient OpenCL-based pattern matching algorithm. (ii) As
far as we use several devices, we need to synchronize their work in order to achieve the best
performance (e.g.: CPU + GPU). The synchronization algorithm is elaborated. (iii) Scalability
is studied because of the limited memory usage (e.g.: dividing the input/output data). (iv) The
data structures and the relations between those are also highly important because of the high
performance and low memory usage.

The novelties of the current paper are the followings: (i) The detailed architecture of a
high-performant model-transformation engine supporting both pattern matching and rewrit-
ing. (ii) A collection of acceleration techniques which are applied and (iii) optimization models
to find the best configuration for the model-transformation. The efficiency of our solution is
proved through case studies. Results are introduced and evaluated in the paper.

In general, model-transformation consists of three main steps: (i) Finding topological
matches in the graph fulfilling both the negative and the positive constraints of the pattern.
(ii) Processing the attributes of the result of the first step and thus evaluating the constraints
referring to attributes. (iii) Rewriting the pattern. The first two steps are executed on OpenCL
devices, while the third is executed directly on the host.
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If the input model must be divided into partitions then the whole process is repeated as soon
as processing of the partition of the input data is finished. Vertices, which cannot be processed
on the OpenCL device (because of the partitions) are queued and evaluated on the host as soon
as the host has free capacity.

Both the positive and negative constraints are evaluated together in two different steps. The
reason for dividing the matching algorithms into two steps is that copying all vertices of the
host model with all of their attributes to the OpenCL device memory would be inefficient. By
dividing this process into two strongly connected steps, we can reduce the data to be copied. In
this way, we need to copy the attributes only for those vertices, which are part of a topological
matching structure. In the first two steps in GEMP, there are two separated kernel codes. The
third step of graph rewriting is the rewriting of the graph, namely replacing tha pattern found
in the input graph as specified by the rewriting rule. This step is managed on the host side,
without the usage of any OpenCL device. This is necessary, since matches may overlap and
threads are working in parallel. This means that the patterns found by the OpenCL devices
may be invalid at this time (invalidated by other threads). Therefore, the host acts as a syn-
chronization point and ensures the validity of the patterns before rewriting.

Our overall goal is to create a GPU-based model transformation engine referred to as GEMP.
The main contribution of the paper is the rewriting part of the transformation. This part is
elaborated in detail. Moreover, the paper presents the architecure of the solution and illustrates
the machanisms, analyzes the results by case studies. As the domain for the case studies, the
movie database, IMDB [5] was chosen. Although our goal is not fully complete, the preliminary
results are promising which means that GEMP can be effectively used as an accelerator engine
in all MDE tools.
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Storing the quantum Fourier operator in the QuIDD data structure

Katalin Friedl, László Kabódi

One of the most known results of quantum computing is Shor’s algorithm [2]. With a quan-
tum computer running Shor’s algorithm one can factor a composite number in expected poly-
nomial time. But there is no known working quantum computer with more than a few qubits,
so the algorithm is only a theoretical breakthrough.

Quantum algorithms can be simulated using classical computers, but the time complexity
of the simulation is exponential. There are some data structures which can accelerate this. Via-
montes et. al. described the QuIDD data structure [3] that is an extension of algebraic decision
diagram, and wrote a quantum circuit simulator employing it, the QuIDDPro [4]. Using the
QuIDD software one can simulate various quantum algorithms, for example Grover’s famous
search algorithm [1] in linear time. But the quantum operators used by Grover’s algorithm
differ from the ones used by Shor’s factorization algorithm. The main difficulty in simulating
Shor’s algorithm is the quantum Fourier operator.

In this paper we examine the matrix of the Fourier operator, and it’s QuIDD representation.
In it’s usual reresentation the decision diagram of an n qubit Fourier operator consists of ap-
proximately 22n nodes. There is an internal structure of the matrix, which we try to extract.
First, we examine changing the ordering of the underlying decision diagram. This way we can
use the recursive nature of the Fourier operator to achieve a diagram approximately 2

3 times
the size of the standard ordering. Then we try to emulate this change using permutation ma-
trices, so the existing softwares can be used with greater efficiency. There are two permutation
matrices we examine. One emulates the reverse ordering of the column variables, the other
separates the columns based on their parity. Using the first one, we emulate the reversed or-
dering exactly, but the QuIDD representation of the permutation matrix is exponentially large.
The second one exposes an internal symmetry, which can produce a diagram approximately 3

4
times the original, but we can store the permutation matrix in linear space. Finally we propose
a new method of storing the Fourier operator, using multiplyers stored on the edges of the
decision diagram. This helps reducing the size of the operator, but we do not know how the
operations can be efficiently transfered to this variant.
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Bringing a Non-object Oriented Language Closer to the Object
Oriented World: A Case Study for A+.NET

Péter Gál, Csaba Bátori

In our previous work, we have introduced the A+.NET project [1], a clean room implemen-
tation of the A+ runtime for the .NET environment. In that implementation, we have kept the
original A+ behaviour[2] and placed it on top of another runtime environment. This allowed
us to execute A+ scripts which were written for the original engine without modification.

With the .NET based runtime there was already a way of accessing .NET objects from A+.
However for each of the classes, methods, and variables which we wanted to access from A+,
we needed to write lots of wrapper methods in C#. Writing these methods was usually a
tedious task as they mostly followed the same structure.

In this work, we present an extension that allows us to provide a convenient way to handle
(external) objects in A+ code. We collected the object oriented concepts and investigated the
required concepts for the A+ language to conveniently handle objects. Based on the result of
our investigation, we have extended the A+ language with new language elements. For these
language elements new symbols are added and they follow one of the main characteristic of
the A+ language which is the right-to-left evaluation order.

Each of the new language elements represents basic operations which are needed to handle
various tasks on objects. These operations are the following:

• Accessing methods, variables and properties.

• Modifying variables and properties.

• Type casting.

• Using indexer properties.

We present the mechanism behind each operation and also provide examples on how to use
them. With these basic operations, most of the .NET classes can be accessed and used from A+
scripts without writing any additional wrapper methods.

The presented language extension is runtime agnostic and with it’s help it would be possible
to connect to other object oriented runtimes also. A major result of the extension is that there
is now a more convenient way working with objects which are from the .NET world. Also the
extension paves the way to add full object oriented support for the A+ language.
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Common Open Telemedicine Hub and Interface Standard
Recommendation

Ábel Garai, István Péntek

The presented paper demonstrates the gaps of health systems interoperability with solution
recommendation. This article shows the conclusions of the research on clinical integration of
eHealth smart device technology. The aim is to establish the empirical basis for the general
IoT-Clinical Systems interconnection. The emerging sensor-based smart devices collect bulk
data. The technical solutions for building a bridge between the classical clinical information
systems and the eHealth smart devices is still missing. Sensor-based smart devices collect
and transmit continuous data series. Clinical information systems transmit and store static
data with reference to patients. The data representation, structure, methodic and rationale is
different by the hospital information systems and by the eHealth smart devices. Present IoT
trends show that within a decade multi-billion smart devices will be communication contin-
uously multilaterally. The issue of interoperability among clinical systems and eHealth smart
device technology is unresolved. There is a need for the flawless technical and methodical
interoperability among the classical clinical information systems, the industrial telemedicine
instruments and the eHealth smart appliances. For the study a hospital information system
installed in sixty hospitals within Europe and serving around forty thousand users was an-
alyzed. Furthermore, a medical spirometer was installed and connected through HL7-based
interface to the hospital information system. A heart rate monitor smart device was also pro-
cured for the research. There are international standards and recommendations for clinical
systems interoperability. However, the integration and unification of these standards and rec-
ommendations is an issue to be solved. Furthermore the interconnection of the eHealth smart
devices with the classical hospital information system landscape is a significant challenge. As
the eHealth smart device users number will reach billions within the near future, the collected
healthcare information have remarkable value. Recent big data analytical capacities combined
with the incoming volumes of personal health data open new horizons of forecasting both at
personal and at community level, including epidemic control. The bandwidth capacity of one
GSM network was also analyzed in order to serve as an empirical basis whether the telecom-
municational infrastructure is prepared for the challenges posed by the massive data-exchange
of the IoT. In this paper the leading international clinical interoperability standards, inter alia
Snomed and HL7 are analyzed and demonstrated. The challenges blocking the proliferation
of the HL7 v3 standard is also presented within this paper. The research takes place at the
Department of Pulmonology of a Pediatric Clinic. A spirometer is connected to the clinical
information system during the presented research. The clinical information system is accessed
with tablets through local clinical wlan by the medical staff. The research demonstrates, how
the mobile spirometer and the also mobile clinical information system GUI works together,
enabling further application areas of this system and architectural landscape, like in mobile
ambulance or deployment in remote or rural areas. The presented paper demonstrates the dif-
ferent HL7 v2.x and HL7 v3 standards. Notwithstanding that the latest HL7 v3 standard has a
wider capacity range, the HL7 v2.x standard is going to dominate the interoperability platforms
among the clinical information systems. Beside clinical systems operability, as mentioned ear-
lier, the integration of the eHealth smart device technology within the classical medical sys-
tem landscape is highly desirable. Therefore the Common Open Telemedicine Interoperability
Hub and interface standard recommendation is presented within this paper. The Common
Open Telemedicine Interoperability Hub (COTIH) establishes the link for valid information
exchange among the classical medical systems, industrial telemedicine instrument, eHealth
smart devices and adaptive health-services. The COTIH relies upon the basis of the interna-
tional HL7 standard, and with thorough extension it provides with interconnection capabilities

24



reaching the eHealth smart devices. The paper presents the interoperability modalities con-
cretizing the contextual background. The cloud architecture lies underneath the COTIH. The
cloud architecture brings significant benefits, however leads to legal obstacles, issues of confi-
dence and of personal perceptions. The article concludes that notwithstanding that the COTIH
enables stable semantic interoperability between the classical medical information systems and
the eHealth smart device technology, there is further room for improvement regarding process
interoperability, which is also necessary for the flawless multilateral communication of health-
related systems and appliances.
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Supervising Adaptive Educational Games

László Gazdi, Dorottya Bodolai, Dr. Bertalan Forstner Ph.D., Luca Szegletes

Recent years, the number of children with special needs have risen. Researches say that
approximately 5 to 10 percent of the children have some kind of learning disability. They are
not able to adapt the traditional teaching methods, and because of this, they cannot take part
in the traditional education system. Their special needs and changed perception ability require
highly qualified experts and special teaching methods. If they get this necessary treatment, they
can reach as high results as their healthy mates. Researches say that children with special needs
can communicate better, if digital devices are included to the communication. It is the same at
their learning. The recent years educational pieces of software were developed for students
with dyscalculia, dyslexia, dysgraphia or ADHD (Attention Deficit Hyperactivity Disorder).
These tools are giving a great opportunity for individual practicing, which is very important
for these children. Nevertheless, they have a problem. We cannot expect from a child to be
able to set the proper task and difficulty for himself. These values have a huge effect on the
learning efficiency. If they are chosen badly, the student quickly can get bored or frustrated
and demotivated about the learning.

In this paper, we present our universal solution to this problem. In our system, which runs
on mobile devices, there is a framework, which can measure the mental state of the student
with the attached biofeedback devices. Based on these measurements, it is able to make rec-
ommendations to change the difficulty of the gameplay, or to give a reward to the player. With
these changes, it can affect the mental state of the student, in order to keep him in the proper
state. The framework contains an algorithm, which is responsible for the calculation of the
mental state and the mental workload.

Our system makes it possible for the teacher to set up the training set manually, and make
the machine learning process supervised. The framework contains a function, where the su-
pervisor can send feedback to the system to train the classification algorithm. The teacher can
make the recommendation based on her personal experience or the physiological data of the
student, which is presented to her by the framework. Our system is designed not only for one
student. It also helps the teacher to supervise a whole class efficiently. She is able to monitor
and manipulate the gameplay of many students at the same time.
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An Automatic Way to Calculate Software Process Metrics of GitHub
Projects With the Aid of Graph Databases

Péter Gyimesi

Bug prediction is a popular research area nowadays. There are many great studies about
how to characterize software bugs and how to recognize bug prone code parts. The characteri-
zation [1] of such bugs can be done with classic product metrics, with software process metrics
or with some metrics of a different nature like textual similarity. Product metrics are extracted
from the structure of the source code, for example: lines of code, cyclomatic complexity, etc.
Software process metrics are computed from developer activities. The most common ones are
based on the number of previous modifications, number of different contributors, number of
modified lines and the time of the modifications.

All of these metrics can be computed on different granularity levels (file, class, method).
Product metrics are mainly calculated on file and class level, but with the continuously im-
proving technology the method level is becoming more frequent. There are many great tools –
some of them are free – that can produce these metrics for projects of different programming
languages. Previous researches [2] have shown that software process metrics are generally bet-
ter bug predictors than product metrics, however, tools that can compute these metrics are not
widespread. It can be due to the difficulties of storing and processing of the historical informa-
tion. Another problem with process metrics is that to compute them on class or method level
every version of the source code has to be analyzed and the modified methods and classes have
to be extracted, which is a challenging task.

In the last few years, the popularity of graph databases increased due to the improving tech-
nologies behind them. The historical data of software can also be represented as a graph, so
studies [3] started to examine the use of these graph databases in software quality too, espe-
cially in the calculation of software process metrics.

Our goal is to present an automated way of calculating software process metrics with the use
of graph databases. We chose GitHub as data source, because it has an open API to access the
history of many open-source Java projects. For the database we selected Neo4j and to analyze
the source code and extract the source code elements we used the SourceMeter static analyzer
tool.

For this research, we collected the process metrics from the literature and we reproduced
the calculation of these metrics in cypher query language. With this language process metrics
are easy to formulate and these queries can be processed by Neo4j. For a given GitHub project
version it can compute the process metrics on file, class and method level. The list of these
metrics is easy to extend due to the modularity of the created framework.

With this tool we analyzed almost 18 000 versions of 5 Java projects from GitHub. These
projects have a total of 28 release versions that are selected with six-months-long intervals. We
computed the process metrics of these projects and we built a bug database with the use of our
previous researches. For each release version it contains the source code element at file, class
and method level with the corresponding process metrics and bug numbers.
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The structure of pairing strategies for k-in-a-row type games

Lajos Győrffy, András London, Géza Makay

The positional game k-in-a-row is played by two players on the infinite (chess)board. In
the classical version of the game the players alternately put their own marks to previously un-
marked squares, and whoever reaches a winning set (k-consecutive squares horizontally, ver-
tically or diagonally) first of his own marks, wins. In the Maker-Breaker game Maker is the
one who tries to occupy a winning set while Breaker only tries to prevent Maker’s win. For
different values of k, there are several winning strategies either for Maker or for Breaker. One
group of those are pairing (paving) strategies.

A pairing strategy generally means that the possible moves of a game are paired up; if one
player plays one, the other player plays its pair. A winning pairing strategy of Breaker in the k-
in-a-row type games is such a pairing of the squares of the board that each winning set contains
at least one pair. Using the above mentioned pairing strategy, Breaker gets at least one square
from each winning set, therefore wins the game. We showed that Breaker can have a winning
pairing strategy for the k-in-a-row game, if k ≥ 9.

In the case of k = 9 there are only highly symmetric (8- or 16-toric) pairings of the board,
we list all (194543) 8-toric pairings. Among those 194543 different pairings we can define alter-
nating paths and cycles which give us a natural link between two pairings: Two pairings are
neighboring if we can get them from each other by alternating only one path or cycle.

We analyze the network of pairings which is a huge and sparse graph (194543 nodes and
532107 edges). It is triangle free and has 14 components. One of those components is a giant
component containing 194333 nodes and there are some components which forms the net of a
4D cube.

We investigate another similar game by considering the k-in-a-row game on the hexagonal
board. For that game Breaker has winning pairing strategies if k ≥ 7. For k = 7 we list 26
different 6-toric pairings – and these are the only ones – which gives us a similar but smaller
graph as before.

At the end we higlight some possible extension to higher dimensions and the issues arising
from those.
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Maximization Problems for the Independent Cascade Model

László Hajdu, Miklós Krész, László Tóth

While the research of infection models for networks (directed graphs) is a classic field, its
business application has only become widespread in recent years. The definition of the In-
dependent Cascade Model in [1] is the most important breakthrough from a computational
theory point of view. The infection spreads the following way: we choose an initial infected
vertex set, and only those vertices spread the infection after this that became infected in the
previous iteration. Every edge starting from an infected vertex has a single chance for infect-
ing using its own infection probability. Kempe et al. [1] defined the influence-maximization
problem, where we are looking for the vertex set for which the expected value of the infected
vertices is the highest. This optimization problem is NP-complete, but Kempe et al. proved
in [1] that applying a greedy algorithm gives a guaranteed precision that results in good qual-
ity solutions in practice. Bóta et al. [2] extended the model and introduced the Generalized
Independent Cascade Model. The initial state of this model does not consist of infected and un-
infected vertices, but introduces an a priori probability of infection for each vertex. By the end of
the infection process, each vertex receives an a posteriori infection value. Because the infection
process above is #P-complete, [2] introduces a number of approximation algorithms. How-
ever, the influence-maximization problem has not been defined for this more general case. In
this talk we define two infection-maximization problems connected to the generalized model
above. We also present solution methods based on greedy heuristics, and compare their re-
sults with each other. We prove that a guaranteed approximation precision can be achieved for
these greedy algorithms. To guarantee efficiency from a practical point of view, we decrease
the search space for the greedy methods using different approaches (e.g. selection based on
vertex degree). We also present a new method that chooses the vertices during the infection
process by applying metrics based on the communities (dense subgraphs) of the graph.
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Eliminating code coverage differences from large-scale programs

Ferenc Horváth

During software development special activities are done to keep the quality of the software
while the requirements and the code are constantly changing. This includes, white-box test
design, massive regression testing, selective retesting, efficient fault detection and localization,
as well as maintaining the efficiency and effectiveness of the test assets on a long term [1].
These activities are usually based on code coverage, a test completeness measure, therefore, code
coverage measurement is an important element both in industrial practice and academic re-
search. Obviously, inaccuracies of a code coverage tool sometimes do not matter that much
but in certain situations they can lead to serious confusion. For Java, the prevalent approach to
code coverage measurement is to use bytecode instrumentation due to its various benefits over
source code instrumentation. However, there can be differences in the list of covered items re-
ported by the two approaches, and these differences have influence on the information derived
from them. Tengeri et al. [2] investigated this two types of code coverage measurement on Java
systems: they analyzed the results of method level coverage measurements on Java programs
and found that there are many deviations in the raw coverage results due to various technical
and conceptual differences of the instrumentation methods. Similar studies exist in relation to
branches and statements [3], where the authors investigated how the differences can impact
further activities.

In this paper, I extend the work of Tengeri et al. [2] and present the results of an empirical
study conducted on eight large-scale programs, concentrating on how the tools can be con-
figured and the results be filtered so that the causes are eliminated and the differences in the
coverage results are alleviated as much as possible. In addition, I present my experiences on
how big difference remains after eliminating tool-specific differences, which can be possibly
attributed to the differences in the fundamental approach, that is, bytecode vs. source code
instrumentation. The results indicate that in the programs with the biggest overall coverage
difference, about 10% of the methods are falsely reported as not covered, and that when all
factors including not recognized and fewer times covered cases are taken into account, the dif-
ference is much more emphasized. On average, 20% of all methods of the eight programs have
false coverage data, when investigated more closely.
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Multiple Intelligence Learning

Laura Horváth, Krisztián Pomázi, Bertalan Forstner, Luca Szegletes

Recently, the method to determine a person’s intelligence and intellectual performance has
been the usage of the intelligence quotient. There are many factors that this method does not
take into consideration. Certain parameters related to the person, such as age, mental state,
learning disabilities are not dealt with. Gardner’s research points out that there may be more
efficient ways to assess cognitive capabilities as it cannot be decided by regarding only one
ability. Following this concept, our AdaptEd project approaches the issue by using biofeed-
back devices and automatized learning in order to enhance a person’s learning process by
stimulating different cognitive abilities and then adapting to them.

There is an increasing need for different teaching methods and a demand for schools which
educate based on children’s individual competences. We can see from the rising numbers of
alternative schools, and the growing need for them, that both parents and decision-makers be-
come aware of the need to teach each child according to her skills. It is important to obtain
information about a child’s cognitive performance before making a comparison to others in
regard to intelligence. It is possible that with different teaching methods, children with disabil-
ities could get similar results to their classmates.

It is necessary to analyse a person’s mental workload during certain tasks and establish a
model to be able to estimate her mental effort later. Using biofeedback data from sensors, such
as heart rate monitoring and electroencephalography can be useful for establishing the model.
If the person is required to do exercises of different difficulty level while this kind of sensor
data is constantly being monitored, it is possible to separate different stages of mental work-
load. Given the fact that the levels of performance during these are personal characteristics,
it is possible to adjust the model and thus, consider differences between people with different
cognitive capabilities.

With measuring the different fields of intelligence, we are able to get a clear picture about a
child’s strengths and weaknesses, and provide for her the education that best fits her abilities.
For creating this individually-optimised education, the use of today’s technology, the use of
tablets and smarthpones is required.

It is also an important step to determine to what extent and how exactly should the sensor
data be used for the adjustment to the individual and for further estimation, what kind of
processing and mathematical calculations can be considered. Our hypotesis is that with the use
of biofeedback sensors and the AdaptEd framework we are able to test the multiple intelligence
fields and make numerical measurements possible.

Our solution assembles, processes and stores biofeedback data in order to create a software
environment where the mental workload can be estimated after a previous assessment of the
person’s abilities, then continuously estimates the workload and can adjust itself in difficulty
to the person. The ideal result is to successfully find out if the given task matches the subject’s
cognitive abilities and then increase or reduce the difficulty.

We decided to build our solution on top of a framework, which integrates physiological
signals into educational gaming on a mobile device. The software package has four major
interfaces: for the biofeedback sensors, for the different (game) software components, one to-
wards a supervisor machine and for the backend side. The application gathers data from the
sensors, and uses a background process to upload them to the server.

In order to train the classification algorithm and also to measure the separate intelligence
fields, we employ custom made cognitive games. Such games are N-back with symbols, num-
bers, characters or sounds, anagram guessing game, visual memory, or 3D abstraction games,
which we implemented during our research. With the correct parametrization and setup of
these games, we can infer on the intelligence and skills of the user. This wide variety of cog-
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nitive games enables us to appropriately measure the following intelligence fields: musical-
rhythmic, logical-mathematical, and verbal-linguistic. All of the games are available for mobile
use as well.

To determine the actual mental effort we chose to use linear SVM (Support Vector Machine)
for classiffication based on real-time sensor values measuring inter-beat intervals for heart rate
and/or measured EEG values. First, a model needs to be established so the algorithm can
learn what kind of values exactly can be linked to different stages of mental effort, meaning, a
training period needs to precede the mental workload estimation. The training period consists
of different phases, each one of them giving a certain exercise or activity that the person in
question has to do or solve. To achieve a better set of training data, the exercises are of well
separable difficulty.

The software environment can be used with various learning games with different kinds
of tasks. For the individual and private experience, a feedback about the smartphone or tablet
usage is required, and biofeedback sensors are the best way to get these results. By measuring a
child’s brain waves and heart signals, we can get a clear knowledge about her mental workload
and mental state, and optimize our educational tools for better results and better experience.

We created the software and hardware environment for our solution, in which we focus on
signal processing and estimation of the mental workload, as we consider these the biggest chal-
lenges. In the future we plan to fine-tune our model with further measurements and analysis
of the data. Our objective is to be able help children with or without learning disabilities have
better learning experience and better results in the long term.
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The Optimization of a Symbolic Execution Engine
for Detecting Runtime Errors

István Kádár

Nowadays, producing great, reliable and robust software systems is quite a big challenge in
software engineering. About 40% of the total development costs go for testing [1] and main-
tenance activities, moreover, bug fixing of the system also consumes a considerable amount of
resources [2].

The symbolic execution engine called RTEHunter developed at the Department of Software
Engineering at the University of Szeged supports this phase of the software engineering lifecy-
cle by detecting runtime errors (such as null pointer dereference, bad array indexing, division
by zero) in Java programs without actually running the program in real-life environment.

During its execution, every program performs operations on the input data in a defined
order. Symbolic execution [3] is based on the idea that the program is operated on symbolic
variables instead of specific input data, and the output will be a function of these symbolic
variables. A symbolic variable is a set of the possible values of a concrete variable in the pro-
gram, thus a symbolic state is a set of concrete program states. When the execution of the
program reaches a branching condition containing a symbolic variable, the condition cannot
be evaluated and the execution continues on both branches. The execution paths created this
way compose a tree called symbolic execution tree. At each branching point both the affected
logical expression and its negation are accumulated on the true and false branches, thus all of
the execution paths will be linked to a unique formula over the symbolic variables.

RTEHunter detects runtime issues by traversing the symbolic execution tree and if a certain
condition is fulfilled the engine reports an issue. However, the number of execution paths in-
creases exponentially with the number of branching points thus the exploration of the whole
symbolic execution tree is impossible in practice. To overcome this problem the symbolic exe-
cution engines set up different kinds of constraints over the tree. E.g. the number of symbolic
states, the depth of the execution tree, or the time consumption is limited. In RTEHunter the
depth of the symbolic execution tree (means symbolic state depth) and the number of states
can be adjusted and the strategy of the tree traversal can also be selected.

Our goal in this work is to find the optimal parametrization of RTEHunter in terms of max-
imum number of states, maximum depth of the symbolic execution tree and search strategy in
order to find more runtime issues in less time. The maximum depth limits the height of the
tree, the maximum number of states defines its width, while the search strategy determines in
which order the states in this limited size tree should be traversed.

The results show that by limiting only the depth which results a wide and flat-shaped tree
the number of detected runtime errors increases exponentially in depth. However, the time
consumption also increases exponentially indicating that such a flat tree configuration is not
efficient in terms of the number of detected issues per time unit.

Better results can be achieved by a narrow but deeper tree. Limiting the tree by around 300
depth and 3000 states the number of detected runtime issues increased by 55% within the same
time frame compared to the flat-shaped tree turning out the best configuration considering the
shape of the tree.

34



We also developed a search strategy that improves the performance. This search strategy
uses a heuristic which is based on the number of null values in a state, and directs the search
towards those states where there are more null values, increasing the chance to find null pointer
dereference issues. The number of the detected null pointer dereferences increased by 13% on
average using this heuristic approach compared to the general breadth-fist search strategy.
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Image processing based automatic pupillometry on infrared videos

György Kalmár, László G. Nyúl

Pupillometry is a non-invasive technique that can be used to objectively characterize patho-
physiological changes involving the pupillary reflex. It has long been utilized in humans to
measure the pupil diameter and its dynamic changes. In animal models of human disorders,
pupillometry derived reflex metrics could potentially be used to monitor the extent of dis-
ease and response to therapy [1]. Specially designed computer algorithms provide faster, more
reliable and reproducible solutions to the measuring process. These methods use a priori infor-
mation about the shape and color of the pupil [2, 3].

Our research focuses on measuring the dynamics and diameter of the pupil of rats from
videos recorded with a modified digital camera under infrared (IR) illumination. In these ex-
periments the left eye of the animal is being imaged while the right eye is stimulated with a
visible light impulse. The main goal is to analyze the relative size change of the pupil and
the velocity of the contraction and recovery. During the recordings, the rats are breathing and
moving slightly that changes their distance from the camera. Since the lens is very close to the
animal, the video is distorted by scattering movements and also significant blur due to the eye
getting out of focus. Essential pre-processing of the videos includes motion compensation and
contrast enhancement. To avoid scale related errors, eye segmentation is performed on each
frame to give a reference measure to later phases. Then the centre of the pupil is found by an
energy-based ray-tracing voting system with Least-Square Estimation. In the last phase, the di-
ameter of the pupil is determined in each frame, and at the end, the required features from the
video are extracted. We developed a new, robust method that can reliably measure the size of
the pupil under the mentioned difficult circumstances, compare our results with measurements
obtained using manual annotation and discuss the reliability and accuracy of our method.
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Quantitative Assessment of Retinal Layer Distortions and
Subretinal Fluid in SD-OCT Images

Melinda Katona, László G. Nyúl

A modern tool for age-related macular degeneration (AMD) investigation is Optical Coher-
ence Tomograph (OCT) that can produce high resolution cross-sectional images about retinal
layers. AMD is one of the most frequent reasons of blindness in economically advanced coun-
tries. AMD means the degeneration of macula which is responsible for central vision. Since
AMD affects only this area of the retina, unattended patients lose their fine shape-, and face
recognition, reading ability and central vision [1].

The constant growing of AMD patient population is more and more challenging. Conse-
quently, there is a need for more precise measurements and search for new OCT features for
earlier and more efficient treatment. Quantitative assessment of retinal features in course of
AMD is not yet fully explored. Existing OCT systems are partially suited to monitoring the
progress of the disease. There are some typical symptoms of AMD that can be sensitive retreat-
ment criteria. Digital image processing can help the quantitative assessment of the OCT fea-
tures of AMD by providing automatic tools to detect abnormalities and to describe, by objective
metrics, the current state and longitudinal changes during disease evolution and treatment.

In this paper, we deal with automatic localization of subretinal fluid areas and also analyze
retinal layers, since layer information can help localizing fluid regions. Image quality is im-
proved by a noise filtering and contrast enhancement method using fuzzy operator [2]. This
operator can highlight major retinal layers so we analyzed vertical profiles of the filtered image
and high intensity steps in pixel density are assumed to correspond to change of tissues. We
present an algorithm that automatically delineates seven retinal layers, successfully localizes
subretinal fluid regions, and computes their extent and volume. We show our result using a
set of SD-OCT images. The quantitative information can also be visualized in anatomical con-
text for visual assessment. Our results were verified by ophthalmologists and they found the
segmentation, quantification and also the visualization technique useful.
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Height Measurement of Cells Using DIC Microscopy

Krisztian Koós, Begüm Peksel, Lóránd Kelemen

Development of fluorescent probes and proteins increased the use of light microscopy no-
tably by enabling the visualization of subcellular components, location and dynamics of biomolecules.
However, it is not always feasible to label the cells as it may be phototoxic or perturb the func-
tion. On the contrary, label-free microscopy techniques enable the work with live cells without
perturbation and the evaluation of morphological differences which in turn can offer useful
information for the high-throughput assays. In this work we use one of the most popular label-
free techniques, Differential Interference Contrast (DIC) microscopy to estimate the height of
cells.

DIC images show detailed information about the optical path length (OPL) differences in
the sample. DIC images are visually similar to a gradient image. The mathematical description
of the nonlinear image formation model is a recent research topic [1]. In their earlier work [2],
the authors proposed a DIC reconstruction algorithm to retrieve an image where the values are
proportional to the OPL (or implicitly the phase) of the sample. Although the reconstructed
images are capable of describing cellular morphology and to a certain extent turn DIC to a
quantitative technique, the actual OPL has to be computed from the input DIC image and
the microscope calibration properties. The retrieved phase has already been compared to syn-
thetic data or objects with known properties [3]. Here we propose a computational method to
measure the approximate height of cells after microscope calibration. The method starts with
calibrating the microscope by setting the Koehler illumination and ensuring that the output
image utilizes the full dynamic range of the camera. Then the DIC image of a calibration object
with known dimensions and refractive index has to be reconstructed. This allows the mapping
of a unit change of image intensity to OPL change assuming a linear formation model. The cal-
culated ratio can be used to determine the height of further samples where the refractive index
of the surrounding medium is known. The described method converts DIC to a quantitative
technique. The method’s precision is tested on a special calibration sample.
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Robust multiple hypothesis based enumeration in complex traffic
scenarios

Levente Lipták, László Kundra, Dr. Kristóf Csorba

The measurement of the traffic load on the road network is essential for calibrating the traf-
fic lights and designing future developments. One of the first published solutions is dated back
to 1937, in which a strip through the road was used to count vehicles, with an electronic device
attached at the end. Nowadays this work is still done by so-called enumerators, human traffic
counters. This is due to the very strict precision requirements, and the handling of the com-
plicated traffic situations. Our aim is to ease their work with a high accuracy vehicle counter
software[1][2]. The videos are produced by cameras placed on street furniture, and processed
with Open Computer Vision Library (OpenCV) providing statistics of the vehicle types and
their motion path. The application has to handle varying weather conditions, the continuously
changing lights, and shadows. The cameras are deployed in new junctions every day, lead to
different viewpoints at different junctions, and diverse traffic situations. The ideal camera po-
sition would be high above the center of the junction, in top view, avoiding any overlapping.
Their positions are limited to the reachable locations, which are usually not ideal for image pro-
cessing, and lead to overlapped vehicles. As the industry steel employs enumerators in many
cases, the recorded videos have often low quality which is sufficient for humans, but contain
lots of noise for automatic processing. Because of this our system has to be prepared for very
low quality input as well.

The videos are processed with multiple methods to provide the best results. Detections of
slow or stopping vehicles are poor using only motion based methods due to the background
model contamination effect merging vehicle images into the background model. However, this
is a simple task for methods based on easily recognizable unique shapes (Maximally Stable Ex-
tremal Regions) or corner points (Shi-Tomasi Corner Detector). In the case of a fast vehicle their
performances are reversed. Fusing together information extracted from the image simultane-
ously is not a simple task, because detections are described by different data types, and also
have dissimilar noise to be eliminated. Though the produced set of information is complex, it
is necessary to define the criteria of similarity to be able to pair identical objects on consecutive
frames. Furthermore the system should be able to handle a situation containing overlapping
vehicles moving on the same or on different paths.

To reach the highest accuracy, multiple hypotheses are created in the more complicated sit-
uations, increasing the probability that they include the one representing the correct situation.
More of them could be useful, if some parts of the movement curves of multiple vehicles are
joined. However, some of them are useless, and they have to be filtered out in possession of
more information. Erroneous hypotheses could be in the result set too (for example pedestrians
and wind-blown objects), which also have to be filtered. This paper is presenting the conclu-
sion of 2 years of research, aiming at main architecture, hypothesis building, and filtering of
the duplicates and improbable hypotheses based on a physical model.
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Unit Testing and Friends in C++

Gábor Márton, Zoltán Porkoláb

Unit testing of object-oriented code requires two fundamental artifacts: replacing some of
the original code with some kind of test doubles (aka dependency injection), and providing
extra access to these private dependencies. In most cases we cannot apply link-time or prepro-
cessor based dependency injection, therefore a typical testable unit uses additional interfaces or
template type parameters for pure testing purposes. Thus a unit which we developed without
testing in mind might have to be changed intrusively for testing. These changes can take us far
away from the original natural design of the unit. As a result, in C++, test code is often badly
interwoven with the unit we want to test. We’ve seen such interleaving in the software world
before: exceptions and aspect oriented programming were both invented to try to eliminate
this kind of interleaving of independent aspects.

In this paper we demonstrate the above problems using code examples to show the decay
of original intentions. We discuss current possible directions to solve the dependency injection
problem: e.g. using compile-time seams [1]. Then, we overview the current (partial) solutions
for adding extra access for private data, like using friends, the Attorney-Client idiom [2], or
exploiting privates using explicit template instantiations.

Regarding to extra access of private data, we present how a minimal language extension
would help and make the testing code less intrusive. Open non-intrusive friend declarations
could provide a good method to separate the test related code from the original intentions. We
implemented a proof-of-concept solution, based on LLVM/Clang to show that such constructs
can be established with a minimal syntactical and compilation overhead.
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Revision of local search methods in the GLOBAL optimization
algorithm

Abigél Mester, Balázs Bánhelyi

There are many suitable global optimization methods to find the minimum of a nonlinear
objective function. In our presentation we improve the GLOBAL optimization method which
is developed byin the Institute of Informatics, University of Szeged. GLOBAL was used suc-
cessfully for the solution of very complex optimization problems.

GLOBAL is a stochastic technique that is a sophisticated composition of sampling, cluster-
ing, and local search. It compares well with other global optimization software for the solution
of the low dimensional black-box-type problems (when only the objective function is available,
while the derivatives should be approximated). It is usually very successful on problems where
the relative size of the region of attraction of the global minimizer is not negligible.

The performance of the GLOBAL depends mainly on the applied local search method ef-
ficiency. In our presentation we try to improve the local search methods. First of all, we
changed the original Unirandi random walk technique, so the direction search and the line
search method became independent modules. After this we recreated the Rosenbrock method
with the same modular structure. Then we have developed two new different line search meth-
ods based on polynomial interpolation schemes. In the presentation we show the efficiency of
these method combinations, and the advantages of the modular structure.
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Multi-layer phase field model for selective object extraction

Csaba Molnár, József Molnár

Selective object segmentation is a common problem of image processing. This is one of the
first steps of most image analysis applications, therefore its accuracy is crutial for the later cal-
culations. The criteria of selection varies from the simplest ones such as the intensity or texture
properties of objects to more complex ones like object shape descriptors. Earlier methods use
object templates as reference shapes. This approach has limited flexibility and not efficient for
unknown number of instances. Variational models commonly used to describe shapes without
model templates. A special type of these models called higher-order active contours, are based
on contour representation of regions and use interactions between contour points to describe
regular shapes [1]. Numerous applications in biology (e.g. cell nuclei detection on fluorescent
microscopy images) and physical sciences (e.g. nanoparticle delineation in transmission elec-
tron microscopy) objects can touch or even overlap with each other [2].
In this work, we present a multi-layer phase field segmentational model that can extract a fam-
ily of shapes with predefined size and shape charactestics such as ratio of area and perimeter.
With multiple phase-field layers we can represent overlapping objects. Using a common phe-
nomenon in microscopy that is the measured intensities are additive if objects located on the
top of eachother. We combine the size and shape selective prior model with this additive data
model which can handle overlapping parts if they have the above properties. We tested the
model on synthetic and on real microscopy images.
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Skyline extraction by artificial neural networks for orientation in
mountainous environment

Balázs Nagy

Skyline or horizon line is a salient feature in a mountainous scenery and it can be applied for
orientation. Skyline extraction from an image is a complex task because plenty of circumstances
can vary. In many problems the accurate azimuth angle is essential e.g.: visual localization, an-
notation of geotagged photos or augmented reality applications. Mobile devices are equipped
with various sensors from among which the GPS sensor determines the position, while the fu-
sion of the magnetometer, accelerometer and the gyroscope sensors measures the translation
and rotation of the observer in 3D space. Despite the frequent calibration, the magnetometer
may be biased by metal or electric instruments around the device, so the magnetic north is un-
reliable. With the camera of the device and a digital elevation model (DEM) a calibration can
be carried out to determine this error.

Our preliminary work had resulted a simple edge-based algorithm for skyline extraction
that does not require manual interaction. However, in some cases, this method could be im-
proved by using artificial neural networks. In the proposed study, a feed-forward neural net-
work trained with scaled conjugated gradient back-propagation method in Matlab has been
employed to choose the presumed skyline from the candidates. This method has achieved
promising results by taking advantage of typical characteristics of skylines in the specific envi-
ronment.
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Decision-support system to maximize the robustness of computer
network topologies

Teréz Nemes, Ákos Dávid, Zoltán Süle

Computer networks are supposed to meet predefined security levels. Both the definition and
the measurement of such security levels are usually based on subjective methods [3]. Currently,
there are no such methods based on objective parameters, which can be used to algorithmically
calculate the reliability of computer networks. Reliability is often determined by the experience
of IT engineers.
In this paper we propose a new method that is independent of subjective criteria. Adminis-
trators and architects can measure or improve the security level of their computer networks
based on objective parameters. A decision support system has been developed by us to design
computer networks not only to maximize reliability based on the current architecture, but also
to satisfy financial constraints.
This paper describes the proposed methodology from the aspects of robustness. This method
is based on the theory of P-graphs [1]. Former examinations show that the P-graph approach to
process-network synthesis (PNS) originally conceived for conceptual design of chemical pro-
cesses and supply-chain optimization provides appropriate tools for generating and analyzing
structural alternatives for product supply problem. Computer network topologies are often
represented by standard diagrams which do not support the robustness analysis. In order to
examine the robustness of a network, a topology diagram – P-graph transformation was deter-
mined to generate the alternative structures and reliability values. Thereby, the topology given
by the operator or architect can be modelled by P-graphs, and by performing optimization on
this P-graph robustness can be measured [2]. The result will be reflected in the original topol-
ogy, therefore we can make recommendations on the enhancement of the network’s robustness.
The algorithm in this paper is compared to an already published case study.

Acknowledgement

Research has been supported by the project VKSZ_12-1-2013-0088, "Development of cloud
based smart IT solutions by IBM Hungary in cooperation with the University of Pannonia"

References

[1] Botond Bertok, Karoly Kalauz, Zoltan Sule, Ferenc Friedler: Combinatorial Algorithm for
Synthesizing Redundant Structures to Increase Reliability of Supply Chains: Application
to Biodiesel Supply, Industrial & Engineering Chemistry Research, Vol. 52 Issue 1, pp. 181-186,
2013.
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Active Learning using Distribution Analysis for Image Classification

Dávid Papp, Gábor Szűcs

Nowadays, image classification is an indispensable tool for categorizing the huge amounts
of visual contents both online and offline. The number of images available online increases
with the rapidly growing internet usage. Besides, numerous electronic devices are capable to
take a digital picture (e.g. cameras, telephones and so on), furthermore, smart devices are a
click away to upload and share those pictures. This results massive data warehouses that are
need to be structured, i.e. categorized. The classification of images requires labeled instances,
but usually these contents are unlabeled, and labeling them is an expensive manual process.
Active learning [1] is a way to address this problem since it selects a subset of the data by
iteratively querying the most informative image(s) from the unlabeled ones, and then builds
the classification model based on this subset instead of the whole data. In this way, the active
learning algorithm aims to label as few instances as possible (i.e., minimizing the labeling cost)
while it attempts to retain the same level of accuracy that could be achievable by using the
total dataset. The most important question is how to estimate the informativeness of unlabeled
instances, since different query strategies may lead to better or worse classification accuracy,
compared to random sampling. There are many various proposed strategies in the literature,
e.g. uncertainty sampling [2], query-by-committee [3], expected model change [4], expected
error reduction [5]. Uncertainty sampling is a widely used, however the simplest query strat-
egy framework, which happens to query the instances with least certainty about their labels.
The focus of our work was to improve the accuracy through amplifying this technique by com-
plementing it with a distribution analysis on the labeled dataset. For this purpose we defined
a new penalty metric (see Eq. 1) which gave us an informativeness value for each unlabeled
image:

Penaltyj = CTRj∗ ×
1

#categories
(1)

where j∗ denotes the estimated category of the jth image, and CTRj∗ increases with each
iteration of queries where the received category is other then j∗. We merged these penalty
values with the ones coming from uncertainty sampling, and this results the final decision
scores. The advantage of this modification is a sort of balance between the classes of labeled
instances. We demonstrated the efficiency of the proposed approach on two large datasets;
on the PASCAL VOC2010 [6] training and validation data, and on the Caltech101 [7] image
collection. We evaluated the Accuracy and the MAP (Mean Average Precision) metrics for this
purpose. As can be seen in Fig. 1, our proposed approach (green line) outperforms both the
general uncertainty sampling (red line) and the random sampling (blue line) methods.
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Figure 1: Evaluation of the results on the Caltech101 and PASCAL VOC2010 datasets
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Preserving Type Information in Memory Usage Measurement of C++
Programs

Zsolt Parragi, Zoltan Porkoláb

Memory profilers are essential tools to understand the dynamic behavior of complex mod-
ern programs. They help to reveal memory handling details: the wheres, the whens and the
whats of memory allocations, helping progammers find memory leaks and optimizing their
programs.

Most heap profilers provide sufficient information about which part of the source code is
responsible for the memory allocations by showing us the relevant call stacks. The sequence
of allocations inform us about their order. Heap profilers for languages with strong reflection
capabilities can also show type information on the allocated objects.

C++ has no run or compile time reflection, and certain widely used constructs – for example,
allocators in the standard library – hide information even more. Theoretically the information is
still there, and could be recovered based on the source code, build command list and stacktrace,
but this is impossible in practice.

Previous solutions used the preprocessor and operator overloading to solve this problem.
Unfortunately the complex syntax of new and delete restricts the use of this method: using
dynamically allocated arrays, placement new or calling the new or delete operators directly
requires source code modification, even in the standard library.

In this article we will report on a type preserving heap profiler for C++ based on the LLVM/
Clang tooling library which resolves the above limitations. Our technique is based on source
to source compilation resulting in standard compliant C++ code. The instrumented source can
be built by the same compilers as the original, without any dependency on debug symbols or
run time type information.

Using this method users can tell how much memory was used of std::vector objects – sep-
arately for every template parameter – in every point of the run, when, where and how they
were allocated and freed. Having such a type information in hand programmers can identify
critical classes responsible for memory usage more easily and can perform optimizations based
on evidence rather than speculations.

This information also helps in the detection of memory related bugs: for example heavy use
of casts might result in calling the wrong destructor, resulting in otherwise hard to debug or
detect program errors.

The tool is publicly available at http://typegrind.github.io
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Improving QoS in web-based distributed streaming services with
applied network coding

Patrik J. Braun, Péter Ekler

With the development of the portable devices and sensors by 2020 50 billion devices [1] can
be connected to the internet. This enormous increase of devices generates more and more data
that has to be transmitted over the network. Conventional content distribution approaches use
client-server topology, where one server or a group of server serve all the clients. The main
drawbacks of this technology are poor scalability, which can lead to bad Quality of Service
(QoS) in case of high client number. The servers are placed at the edge of the network, usu-
ally physically far away from the clients, which increases the latency of the network and the
server is being a single point of failure. Lately a shift to Peer-to-Peer (P2P) topology can be ob-
served. This alternative topology has several beneficial properties. A fully distributed network
is self-scalable, since the more participant in the network means more data source in addition
the participant are located in the network, closer to each other. Both characteristic can lower
the delay and increase the throughput. In most cases creating fully distributed networks are
technically not possible. A minimal central intelligence is needed to store a list of available
peers in the network, else the peers cannot find each other. This central intelligence can be a
single point of failure, but these servers are lightweight, easy to be replaced, and do not store
any important data. The conventional web browsers use HTTP protocol to transfer data. The
protocol is designed to be used only in client-server topology. Providers use expensive content
distribution networks (CDN) for serving static content to load balance their services and lower
the serve time. There have been several attempts to achieve browser-based P2P data distribu-
tion without installing any browser plugins. Among the first attempts was Adobe with Flash
Player based RTMP protocol, which later was replaced with RTMFP [2] protocol. This can be
considered a semi solution, since Flash Player is usually installed on the computer of the user.
The first pure JavaScript based technology was Web Real-Time Communication (WebRTC) [3],
that offers a several protocols for streaming media directly from browser to another browser.
The standardization of the protocol still not finished since 2011, but Chrome, Firefox and Opera
already implement it. Using these technologies for P2P content distribution, several companies
and libraries were created [4] [5] [6].

In this paper we investigated the methods, how browser based P2P streaming can be achieved
with the help of WebRTC. In our work we focus not just on data distribution, but efficient data
distribution. We have applied network coding [7], specifically Random Linear Network Cod-
ing (RLNC) in the network, due to its beneficial characteristics, mainly its rate-less nature and
its recode ability to create new coded data without having the whole original data. Further-
more, the coding already proved its ability in P2P environment [8] [9] [10]. We propose two
protocols for efficient browser based P2P content streaming. The first protocol called WebPeer
protocol for distributed content distribution. Based on this protocol, we design an extended
protocol, called CodedWebPeer that support RLNC encoded packets. Both protocols make pos-
sible to download the data parallel from the server and from other peers as well. Using our
protocol, a testbed is implemented to investigate the characteristic of the protocols. We have
carried out several measures in different scenarios. We have investigated the impact of the net-
work size and the clients’ storage size on QoS in the network. Both parameter turned out to
be important, since low storage size limits the possibilities of sharing content in a distributed
network. Small network size limits the number of potential partners.

Through our results, we show that modern browsers are capable of maintaining P2P con-
nections and carrying out complex network coding calculations. We show that employing our
protocols for data streaming, more than 300% network throughput can be archived, comparing
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to conventional server-client topology. We analyze the impact of the two parameters on the
network throughput. We show that our CodedWebPeer performs at least as good as our WebPeer
and is much less sensible for the change of the network size and the clients’ storage size.
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Detecting Similarities in Process Data generated with
Computer-based Assessment Systems

Aleksandar Pejić

Computer-based Assessment Systems are nowadays widely adopted in the field of educa-
tion. They are used to evaluate, measure and document the performance of students, from as
soon as the early childhood (preschool), throughout primary, secondary and higher education.
A prominent example is OECD’s (Organisation for Economic Co-operation and Development)
Programme for International Student Assessment (PISA), an international large-scale testing
program on student performance. This study is conducted worldwide every three years, and
measures the performance of 15-16 years old pupils. It focuses on mathematics, reading, sci-
ence and problem-solving areas of assessment. While OECD regularly publishes the results of
the study across the participating countries, it also makes publicly available the databases for
each year the pupils took the test.

In PISA 2012 a computer-based assessment focusing on the problem-solving skills was
introduced, that is particularly interesting for researchers in applied informatics and social
sciences. The CBA system recorded not only the final result of the task at hand, but all the
actions that the pupils performed in the CBA environment. Thus the resulting dataset is rich
with information; it makes it possible to analyze the applied problem solving strategies [1],
but also sets a number of challenges for the researchers. Adequate information extracting and
aggregating methods have to be identified. To obtain proper information for complex analyzes,
as well as to determine its meaning in the domain of social sciences, experts from the field have
to be consulted.

In this work we are investigating the process of extracting, aggregating and finding similar-
ities between sequences of actions recorded for a PISA 2012 problem-solving item. Identifying
and assembling the feature sequence for each test taker is a prerequisite for further researching
and explaining cognitive performance.

One possible approach is to utilize natural language processing (NLP) methodologies. A
technique for analyzing problem-solving process data based on N-grams was developed on
the premise of similar structure among action sequences and word sequences in natural lan-
guage [2], following the conclusion that the evolution and use of sequential models is closely
related to the statistical modeling of texts [3]. Another important aspect taken from text cate-
gorization is identifying the key features, as well as disregarding the insignificant features, by
applying a corresponding strategy, known as feature selection, which provides basic means for
classification [4].

The described technique gives us a feature sequence for each test taker. We are following
up by investigating a method for clustering the test takers based on the similarity of their
sequences. In natural language processing and information retrieval a text document is often
represented as a simplified multiset of its words. This model is known as bag-of-words [5], or
bag-of-features in our case. After assembling a multiset of selected features, we can represent
each test takers’ feature sequence as a vector. These vectors are then quantified and grouped
using k-means clustering. For data processing and clustering the Weka software was used
(Waikato Environment for Knowledge Analysis).
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Taxonomy and Survey of IoT Cloud Use Cases
Tamás Pflanzner, Attila Kertész

Cloud computing [1] enables flexible resource provisions that has become hugely popular
for many businesses to take advantage of responding quickly to new demands from customers.
Internet of Things (IoT) systems recently appeared as a dynamic global network infrastructure
with self configuring capabilities [2], in which things can interact and communicate among
themselves and with the environment through the Internet by exchanging sensor data, and
react autonomously to events and influence them by triggering actions with or without direct
human intervention. According to recent reports in this area (e.g. [3]), there will be 30 billion
devices always online and more than 200 billion devices discontinuously online by 2020. Such
estimations call for an ecosystem that provides means to interconnect and control these devices
with cloud solutions, thus user data can be stored in a remote location and can be accessed
from anywhere. There is a growing number of cloud providers offering IoT-specific services,
since cloud computing has the potential to satisfy IoT needs such as hiding data generation,
processing and visualization tasks. While each provider offers its own set of features, two
critical features they all have in common are the ability to connect devices and to store the data
generated by those devices.

In this paper we study and investigate 9 IoT cloud providers in detail, and identify 4 use
cases arose from joint utilization of IoT and cloud systems. The related works suggest that the
following IoT cloud cases can be derived: 1 – a local, ad-hoc IoT system that can be formed
from near-by things (e.g. smart watch) to perform a certain task. 2 – a cooperative IoT Cloud
system, in which some tasks of an application run in a smart device, and some run in the cloud.
3 – a bridged IoT cloud system, where a smart device can act as a bridge or gateway to collect
and move sensor data to the cloud. Finally, 4 – a direct IoT cloud system, where a thing (such
as a smart TV) communicates with the cloud directly.

IoT application developers do not only have to decide which cloud provider to use, but
they also have to choose which combination of protocols and data structures best fits their
application. To aid the design, development and testing processes of these systems, an IoT
device simulator could be useful to emulate real devices or sensors. Therefore we also gather
the requirements for basic functionalities of such a simulator, i.e. to send and receive messages,
generate sensor data (for one or more devices), and react to received messages.

The main contributions of this work are: (i) a survey and classification of IoT cloud providers,
(ii) a taxonomy of IoT cloud use cases represented by cloud-assisted IoT applications and (iii)
a proposal for an IoT device simulator to support further research on IoT device management.
Our future work will address the development of a generic IoT device simulator to aid IoT
application development with the surveyed providers, based on the identified use cases and
requirements. Such a simulator can be used in the future to help cloud application developers
to learn IoT device handling and to evaluate test IoT environments without buying real sensors.
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Long-acting insulin management for blood glucose prediction model

Rebaz Ahmed Hama Karim

Introduction: Reliable methods for short term blood glucose level prediction can be effi-
ciently integrated into mobile Ambient Assisted Living (AAL) services for diabetes manage-
ment. Subcutaneous insulin absorption is one of the key factors beside the meal consumed and
the blood glucose history values that such prediction methods must consider. According to the
current practice, insulin dependent diabetic patients use a basal or long-acting insulin injection
once a day that produces a steady insulin level for the whole day, and bolus injections for every
meal in order to control their blood glucose. The mathematical models commonly used blood
glucose prediction can handle only bolus insulin in a correct way, which makes effective only
for inpatient care. One can simulate the effect of the basal insulin as a single injection of bolus
insulin with a slowly rising curve with a very high maximum value. However, in reality the
basal insulin level reaches a proper level in a very short time and the effect lasts for a long time.
An adjustment to the model is required to properly handle basal insulin in order to reach more
accurate results. By substituting the single big dose of basal insulin with a series of smaller
bolus insulin doses we can carry out the steady curve of insulin presence in the blood similar
to the curve defined by the medicine manufacturers.

Method: We implemented our blood glucose prediction model [1] by combining two state-
of-the-art models. The first one models the glucose absorption in two compartments (stomach
and intestines) [2]. This model can manage various sorts of food with different glycemic indices
and it can also handle the overlap of meals. The other model is based on nonlinear discrete-
delay differential equations [3], and it model the blood glucose and insulin control system.
The equations of the model describe insulin transfer between subcutaneous insulin depots,
insulin absorption into blood and the role of insulin in blood glucose control. In our proposed
method, we model the long-acting insulin in a correct way by using a series of smaller insulin
doses, instead of one big dose, the original time interval divided into short subintervals with
low maximal absorption time (Tmax). We tested the method on a data set of a clinical trial in
which 16 insulin dependent patients (7 female and 9 male) used a Continuous Glucose Monitor
(CGM) device to record their blood glucose levels for six days, while their meals were recorded.
In order to test the proposed method, we used 4 profiles of basal insulins, each profile having
a specific number of doses, dose amounts, injection times and Tmax values, thus simulating
the original basal insulin injection. We applied the original model and the corrected model
to predict short term (180 mins) blood glucose levels with various basal insulin profiles and
computed the average absolute error of the prediction compared to the CGM records.

Results: The average improvement achieved by the correction was 0.63 mmol/l and the
biggest improvement was 2.37 mmol/l. In some special cases the average error increased due
to the improved basal insulin model (in case of Lantus and Levemir insulins). Table I show the
results.

TABLE I. Average improvement, Biggest improvement and Worse results data for each insulin
profile

We also analyzed the prediction accuracy at the next meal time. A frequently used measure
in the literature is the ratio of error, i.e. the rate of prediction errors less than 3 mmol/l. We
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can state that in 5 cases more than 50% of the errors were within 3 mmol/l, in 11 cases it was
between 30% and 50%. In two cases, it failed to achieve an acceptable result. Figure I shows
results of two day’s test for P11 patient.

FIGURE I. Prediction of Blood Glucose Level at the next meal time for P11 patient.

Conclusion: It is difficult to compare our results for long-acting insulin management in
blood glucose prediction with the literature because to our best knowledge no research has
been published in exactly this field so far.

Our results without correction were not far from the best results published [4]. The aver-
age improvement of more than 0.6 mmol/l earned by the correction is remarkable. This im-
provement, combined with the expected improvement from the planned management of other
factors like stress, insulin sensitivity and physical activity, could make our prediction model
more efficient and reliable as a module of the Lavinia lifestyle mirror mobile application [5] for
outpatient healthcare.
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Trends and paradigm change in ERP datacenter management

Selmeci Attila, Orosz Tamás Gábor

In today’s world each of the companies use ERP (Enterprise Resource Planning) systems,
except the smallest micro companies. In a retail, utility, manufacturing or other bigger com-
pany (or even institute) the ERP is not the only system, but they have at least some core busi-
ness solutions, warehousing system or some components of the ERP II model (SRM, CRM,
SCM, PLM, etc.), and a business analytic solution. These systems are communicating with
each other. Some of them are front systems communication with end-users, or customers, oth-
ers only do the daily work in the background. These systems should be managed, controlled
and maintained correctly. Some companies build their own data centers, others place their
equipment into external datacenters, some of them outsource their application management as
well, and the newest ones use virtual environments, services, infrastructures from the cloud.
Each of the possible datacenters should be well designed, well organized, and well managed.
The management frequently stops at the edge of the hardware infrastructure. It means only
monitoring, alerting, some time information about system / application failure or stop. The
business requires a bit more; it wants good performance, always-available services, flexible
infrastructure on logical and physical level as well, improved IT costs, etc.

The ERP (Enterprise Resource Planning) systems (and generally the others as well) as
most of the bigger applications are built according to client-server architecture. The software-
oriented view of the architecture generally connects three parts of the system: database layer,
application layer and presentation layer. According to newer ERP or business application the
application layer is mainly a web server with special content, or portal server. The older appli-
cations, like SAP have a huge engine with its own interface to GUI (Graphical User Interface).
The presentation layer for the older application has thick client or sometimes web based thin
client as well, but the newer ones are more filigree by implementing the newest technologies.
All of them are using database layer, but the technique and content may differ. The hardware-
oriented view of ERP systems’ client-server architecture shows us different level of infrastruc-
tures. In each one we can meet network elements and active components, storage layer and
computing elements (servers, virtual machines, zones, etc.). In this architecture not only one-
one connections are available, but one-many as well. As an example on the software-oriented
view we can have one database and many applications servers, or many clients connecting to
one application server. On the hardware-oriented view an example for 1-n connection is the
physical host, which can be mounted into a rack or blade center, or one storage area offered via
NFS (Network File System) can be attached to several operating systems. Many-many connec-
tions can be also found in software layer if we would handle parallel queries, e.g. using Oracle
RAC (Real Application Cluster) with multiple clients. The software and hardware-oriented
layers are not strictly separated, because the modern hardware elements can be controlled,
managed by software tools. These tools offer more and more features for the given hardware
elements. A well-known example can be a hypervisor based virtualization environment, where
many (n) physical hosts can run many (m) virtual machines.

Each part of this high level conglomerate can be handled as an object. We should think
of them as composite object, because they are not simple ones, but contain many smaller, im-
portant parts (just like a storage contains the single HDDs, SSDs, PCI Express caches, or even
internal operating system, etc.). The objects have special relationships via their connections to
each other. All these lead us to think about an object oriented model of a datacenter. The model
describes the infrastructure element and the software elements as well containing their prop-
erties and statuses as well. The model is the first step to the new management, because it only
describes the datacenter, the used infrastructure and the software, applications and services
running on the infrastructure.
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Our goal is to build a management tool using the object model to flexible maintain the
software defined elements, monitor the environment, alert on request and proactively offer
tasks or even actions to be executed automatically. The object model enables these proactive
tasks by having events and handlers for them. A very simple example can be well during the
night a huge data load is started into the data warehouse system without previously notifying
the operators. The operating system based host agent sends data to the object, which checks
the predefined thresholds. If there is not enough place is available an event is raised to notify
the storage object to allocate more place to the used volume. Of course the management tool
should notify the operators as well about the emergency volume resize function. In the first
level we try to monitor, control and manage services like database, application instance. We
implement and adaptive solution, which runs services elastically distributed on physical or vir-
tual hosts in the environment. Parallel we would refine, refactor the object model to converge
our abstraction to the real datacenter architecture, elements and their links to each other. Our
future plan is to collect and analyze IT data, because the great power in such a solution is not
only the monitoring and automation, but also the analytic and the behavior changes according
the analysis.
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Validation of Well-formedness Constraints on Uncertain Models

Oszkár Semeráth, Dániel Varró

In Model Driven Development (MDD) models are the main design artifacts, from which
documentation, system configuration, or even source code can be automatically generated. As
a result, MDD is widely used in industry in various domains including business modeling,
avionics or automotive. However, the developement of large models is still a challenging task,
as multiple design rules have to be satisfied simultaneously. Additionally, several design de-
cisions have to be made in an early stage of the model developement in order to create valid
models, even if the developer is uncertain about which possibility is the most favorable (e.g.
which class should contain a particular attribute). This problem makes the developement of
initial prototype models difficult, and hides possible valid design options in complex models.

The goal of our research is to create new validation technique which supports the devel-
opement of uncertain models by checking the well-formedness constraints. Existing partial
modeling techniques like [1] allows a modeler to explicitly express model uncertainty, or con-
certize possible design candidate [2], but does not support well-formedness constraints. On
the other hand, there is efficient tool support for defining and checking well-formedness con-
straints and design rules over (fully specified) model instances using graph pattern match-
ing [3]. Our technique combines these two approach by transforming graph queries of the
target modeling language to graph queries for partial models, in order to match on malformed,
possibly malformed or correct model partitions. Our technique uses the partial snapshot for-
malism of [4], the pattern language of VIATRA [3], and is compatible with EMF [5], which is the
de facto modeling standard in MDD.

Therefore, design rules specified for concrete models can be automatically checked for un-
certain models to (i) detect invalid elements, (ii) filter invalid design options. Additionally, (iii)
model generation techniques [4, 2] can be supported by efficiently evaluating several predicates
with a query engine.
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On the Efficiency of Text-based Comparison and Merging of
Software Models

Ferenc Attila Somogyi

The importance of model-driven engineering in software development has been steadily
increasing in the last few years, as models are more often used in the industry for various pur-
poses. Models can be described and edited via either a graphical or a textual interface. The
graphical approach usually makes the model more easily readable, but writing efficiency does
not scale well with model complexity. It is the more convenient and common approach to use,
especially if the model has to be interpreted by third-party users as well. On the other hand,
the textual approach is rarely used compared to the graphical one. It can be harder to read at
first (especially for third-party users), but writing efficiency scales well with model complex-
ity. Generally speaking, using a textual representation to describe and edit the model pays off
when the model is substantial in size or complexity, especially if there are efficient develop-
ment tools available for the editing process. The availability of such tools results in the editing
process being more similar to traditional source code-based development. During source code-
based development, teamwork is supported by version control systems that help manage the
different versions of source code files. The same idea can be applied to models and their textual
representations in order to facilitate teamwork during model-driven engineering. In previous
work [1], we briefly presented a method that can be used to compare and merge the textual
representations of software models. We also compared this method to other, already existing
model comparing or merging approaches. In addition to the raw texts, the method uses the
abstract syntax trees (AST-s) built from the texts as basis of the comparison. This makes the
comparison a lot more accurate, as AST-s give more accurate information than the raw texts.
The textual representations are also needed though, as discovering some conflicts require tex-
tual comparison in addition to comparing the AST-s. The method is not dependent on any
particular modeling environment or formal language used to describe the textual representa-
tions. This is achieved by demanding certain operations from the parser of the language. Thus,
the method can be the foundation of conflict handling in version control systems that support
the textual representations of models. The main difference between the presented method and
other, specialized model comparing and merging approaches (like EMF Compare ) is general-
ity, meaning that most approaches only work with a specific modeling environment. Another
difference is the fact that the presented method aims to compare the textual representations
instead of the structure of the model. This results in more overall accuracy while still main-
taining generality (with certain restrictions). In this paper, we examine the different steps of
the method in detail with the focus being on efficiency and performance. These are important
considerations if the method is to be used in real version control systems. We also consider
and review alternatives to different steps of the method by examining their advantages and
disadvantages.
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Finding Matching Source Code Elements
in an AST Using Position Information

Gábor Szőke

To decrease software maintenance cost software development companies use static source
code analysis techniques. Static analysis tools are capable of finding potential bugs, anti-
patterns, coding rule violations and they can enforce coding style standards. To achieve this the
tools create a hierarchical representation of the source code called Abstract Syntax Tree (AST).
In this structure each node of the tree denotes a construct occurring in the source code. The
AST can be represented in various ways and most static analysis tools build their own AST
representation, typically which fits them the best for their given purpose.

Sometimes it is necessary to create a mapping between two different ASTs, e.g. finding
matching source code elements in an AST using just position information. We met this problem
in a project where we developed a refactoring tool which was meant to be able to refactor
coding issues based on source code position. In this study, we present an approach which
addresses this problem. Our solution takes source code position and type information of a node
from one AST and uses this information to reverse search the matching node on the other AST.
To make reverse searching possible, a spatial database is used, which is created by transforming
the source code into geometric space. Line numbers and column positions from the AST are
used to define areas. These areas are used to create R-trees, where area based reverse searching
is possible.
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To evaluate our approach we use the output of the PMD [1] source code analyzer tool and
use its bug report’s position information as the source data and then we pick the Columbus [2]
AST as target AST to find the matching source code element in the syntax tree. We used this
technique in a project, where the found element was used as input in an automated refactoring
transformation on the target AST. The transformation modified the syntax tree in a way which
fixed the bug reported by the PMD static analyzer tool. As the final step, the refactored version
of the source code got generated from the target AST and developers could review the changes.

The evaluation showed that our approach can be adapted to a real-life scenario, and it can
provide viable results. Our tool was used in a project where it assisted in more than 4,000
automated refactorings covering systems ranging from 200 to 2,500 kLOC.
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Classification based Symbolic Indoor Positioning over the Miskolc
IIS Dataset

Judit Tamás, Zsolt Tóth

Performance analysis of classification based symbolic indoor positioning methods are pre-
sented in this paper. Symbolic positioning can be considered as a classification task, where the
classes are the positions, and the attributes are the measured values. The ILONA (Indoor Lo-
calization and Navigation) system was used to record a hybrid indoor positioning dataset that
was used for the evaluation of the tested methods. The goal of this performance analysis is to
determine the most accurate classification based symbolic indoor positioning method for the
ILONA system. The results can be used to improve the currently used positioning algorithm
of the ILONA system.

Hybrid indoor positioning systems simultaneously use various sensors and technologies
[1]. Hybrid systems were designed to overcome the limitation of the standard indoor position-
ing systems that are based on a single technology, such as Bluetooth [2, 3], GSM [4], WLAN
[5], Magnetometer [6], RFID [7], infrared [8] and ultrasonic [9]. Hybrid systems can be based
on the fingerprinting [5] approach, which is popular among indoor positioning systems [10].
Data mining algorithms are often used in fingerprinting based solutions. The usage of multiple
sensor data could increase the accuracy of the used data mining algorithm. Hybrid systems can
achieve higher performance than the standard solutions because they use multiple technolo-
gies.

Miskolc IIS Hybrid Indoor Positioning System Dataset [11] was used to evaluate the selected in-
door positioning methods. The dataset contains more than 1500 measurements about a 3-story
building. Bluetooth, WiFi RSSI and Magnetometer sensors were used to create the dataset. Ab-
solute and symbolic position is given for each measurement in the dataset. Symbolic position
can be considered as a class label, so the positioning task can be converted into a classification
problem. This paper focuses on the performance of the standard classification methods, such
as k–NN, Naive Bayes, Decision Tree and Rule induction. Rapid Miner was used to evaluate
the performance of these methods for symbolic indoor positioning. This dataset allows the
evaluation and comparison of various indoor positioning methods.

Figure 1: Performances of the tested methods

Experimental results show that the k–NN classifiers are superior than the other tested
methods as seen in Figure 1. The kNN w denotes the k-NN algorithm with weighted vote
based on the distance. The nb kernel stands for the Naive Bayes kernel algorithm, where each
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attribute considered as individual attribute. The highest achieved accuracy was 93% by the
weighted k–NN algorithm, where the k parameter was 5. The performance of the k–NN al-
gorithm was depended on the k parameter. The k–NN algorithm had the lowest performance
when the k parameter was chosen to 1. The usage of kernel function in the case of Naive Bayes
classifier has increased the accuracy with approximately 5%. The performance of the decision
tree depended on the building algorithm. The Rule induction achieved the lowest performance
in this test. The gradient of the lines denotes the degree of the accuracy decay. Based on the
experimental results, the implementation of the k–NN and weighted k–NN algorithms in the
ILONA system is suggested.
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Regression Model Building and Efficiency Prediction of Header
Compression Implementations for VoIP

Máté Tömösközi

Modern cellular networks utilising the long–term evolution (LTE) and the coming 5G set
of standards face an ever–increasing demand for low–latency mobile data from connected de-
vices. Header compression is employed to minimise the overhead for IP–based cellular net-
work traffic, thereby decreasing the overall bandwidth usage and, subsequently, transmission
delays.

Albeit both version of Robust Header Compression achieve around 80–90 % gain (see [1]
and [2]), neither of these compression designs account for the varying channel conditions that
can be encountered in wireless setups (e.g., as a result of weak signals or interference). Specif-
ically, the RFC 5525 for RoHCv2 states that “A compressor always [...] repeats the same type
of update until it is fairly confident that the decompressor has successfully received the infor-
mation.” and “The number of repetitions that is needed to obtain this confidence is normally
related to the packet loss and out–of–order delivery characteristics of the link where header
compression is used; it is thus not defined in this document [RFC 5525].” The impact of these
repetitions is closely related to the compressed IP–streams’ protocol field dynamics and will
differ from application to application.

Our current research efforts try to address this issue by enabling current compressor im-
plementations to configure themselves online, thereby making the compression adaptable to
changing channel conditions and various network stream characteristics, which will in turn
minimise compression overhead and will pave the way for the adaptation of header compres-
sion in IoT scenarios. Our previous efforts target the preliminary analysis of compression util-
ities and their prediction with linear regression in [3], which has resulted in limited prediction
accuracy.

We evaluate various prediction models employing R2 and error scores next to complexity
(number of coefficients) based on an RTP specific training data set and a separately captured
live VoIP audio call. We find that the proposed weighted Ridge regression model explains
about 70 % of the training data and 72 % of a separate VoIP transmission’s utility. This approach
outperforms the Ridge and first–order Bayesian regressions by up to 50 % and the second and
third order regressions utilising polynomial basis functions by up to 20 %, making it well–
suited for utility estimation.
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Stable Angina Clinical Pathway Correlation Clustering

Zsolt Vassy, István Kósa PhD, MD, István Vassányi PhD

Introduction

The aim of the current study was to apply statistical and network science techniques [2] to
depict how the clinical pathways of patients with chest pain affect their survival. Our study
relies on GYEMSZI’s data [1], from the years between 2004 and 2008. We included the data of
506.087 patients who underwent diagnostic procedures related to ischemic heart disease. The
patients were assigned to one of the 136 de facto primary health care centers based on their
residence.

We distinguished three different investigative processes: non-imaging cardiac stress test
i.e. stress ECG (E), non-invasive imaging methods (NI) and invasive imaging methods (I). The
clinical pathways are built up from the combination of these three processes. The traditional
pathway is E-NI-I, but the doctors have the freedom to skip the E/NI steps for patients with
higher coronary artery disease risk or inability to perform the noninvasive imaging or non-
imaging tests.

Data overview

In the vast majority of cases, non-imaging cardiac stress test (E) was the only procedure per-
formed. The ratio of non-invasive and invasive imaging methods increases together with the
age of patients.

Cluster analysis

Network building

The primary care centers were compared with each other using Pearson’s correlation accord-
ing to the distribution of different clinical pathways. We have made a network based on a
correlation matrix in which nodes are primary care centers and edge weights are correlation
coefficients. We calculated all of the 18769 correlation coefficients with a 95 % confidence level.

Clustering

Using Louvain clustering (a modularity-based clustering) method on this network, 3 different
care center groups were identified.

Figure 1: Clinical pathway spectrum of clusters (clinical pathway: x-axis, percentage of occur-
rence: y-axis)

The 3 clusters have different characteristics (Fig 1.):
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• Cluster 0: relative preference for invasive imaging

• Cluster 1: relative preference for non-invasive procedures

• Cluster 2: relative preference for invasive treatment followed by non-invasive imaging

We calculated the revascularization and mortality rates for all of the clusters. Cluster 0 (the
"invasive" cluster) has a much higher revascularization rate than Cluster 1 (p<0.01), but the 365-
day mortality rates for the two clusters are almost the same (p<0.05), see Fig 1. This indicates
that in many cases the revascularization procedure may be unnecessary.

We have observed a correlation between the spatial position of health care centers and the
cluster membership (see Fig 2.). Cluster 0 was dominant in Western Hungary, Cluster 1 in
Eastern Hungary and Cluster 2 in Central Hungary.

Figure 2: Position of health care centers belonging to the three clusters

Discussion and conclusions

Previous studies analyzed only the health care profiles of individual care centers or even single
cases of patients [1]. In our study, the large number of cases allows the clustering and cluster-
wise analysis of the profiles in a statistically meaningful way, thus higher level conclusions on
the efficiency and organization of the health care system can be drawn. The correlation between
the spatial position of health care centers and cluster membership suggests that there is a kind
of information spread between neighboring institutions.

There are considerable differences in the utilization of patient evaluation pathways through
the country, which is connected with similar differences in the subsequent revascularization
procedures. In spite of this difference, 365-day mortality rates do not differ significantly be-
tween Cluster 0 and Cluster 1. It would be worthwhile to review revascularization practices
for primary health care centers of Cluster 0.
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Parallel implementation of a modular, population based global
optimizer package

Dániel Zombori, Balázs Bánhelyi

In the world of optimization the problems are very different. Therefore it is impossible to
give a single solution method to find the global optimum for all of them. The best way is to
create a package of various optimization methods, which contains solvers for a wide range of
problems. The other issue is that sometimes much CPU time is necessary to compute the objec-
tive function in a point. For example, when the objective values come from simulations, which
is very common in physics problems. In this case the running time of the optimization method
is very high. A suitable solution for this is to compute the function evaluations simultaneously.
In this case the algorithm have to handle the objective values simultaneously. Hence the trivial
simple deterministic methods is not fitting for this problem.

In our presentation we parallelize the GLOBAL optimization method which is developed
by in the Institute of Informatics, University of Szeged. GLOBAL is a stochastic technique that
is a sophisticated composition of sampling, clustering, and local search.

The talk presents the architecture of the stochastic global optimization algorithm GLOBAL
and the single thread Java implementation. Then we present the parallel clustering method
which applied in our solution. After this, we show the sampling, clustering, and local search
methods working in parallel. We applied a technique which is based on the priority of the
earlier mentioned methods, and all threads determine alone the next methods to complete.

Finally we illustrate the efficiency of our method on large scale popular test functions.
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