Riemann Manifolds and Hierarchical Structures

Bálint Daróczy

Institute for Computer Science and Control, Hungarian Academy of Sciences (MTA SZTAKI), Hungary

We suggested in [1] the family of similarity kernels as a class of kernels applicable for classification and regression. The methods are capable of defining a single unified kernel even in the case of rich data types. The final kernels are define a generative model (Markov Random Field) on pairwise similarities and the Fisher information. The kernels do not depend on the parameters of the random graph and therefore we do not need to determine the relative importance of the basic modalities [2]. We extended the model for time-series classification in [1] and measuring similarity between subgraphs [3]. During the talk we consider the case of low order polynomials as Hamiltonians following the results in [4]. The expressive power of deep structures with a special family of metrics [5], extended Hessian metrics with proper quasi-arithmetic means, suggest us sparse representations and we investigate how the quality of approximation connected to the geometrical properties of the learning methods in certain hierarchical, deep structures without efficient “flattening”.
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