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MotivationMotivation
 We are in the middle of big data era.
 Our devices and applications accumulate more 

and more data.
 Paradoxically while getting access to more and 

more data, we can find less information by 
applying the original retrieval techniques.

 This phenomena increases the importance of 
emerging fully distributed, large-scale data 
mining algorithms that can work in unreliable 
networks, take the privacy of users into 
account and be adaptive to changes in the 
data.
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Supervised LearningSupervised Learning
We have a manually labeled training database

Here xi called feature vector that describes an 
object of real world (email) as a real-valued 
vector

yi is the class label which assigns the feature 
vector to a well-defined class (e.g. spam).

The goal—through the learning phase—of the 
classification problem is to find a model 

   f : Rd  {−1,+1} →
   which can classify any sample coming from the 
   same probability distribution (D).

2012/09/21 SISY 2012 Subotica 3



Illustration of Illustration of 
classification with a linear classification with a linear 
modelmodel
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Fully distributed dataFully distributed data

 Horizontal data distribution
 Every node has very few samples, we 

assume they have only one
 We do not allow for moving data, only 

local processing (privacy preservation)
 Drifting: data distribution can change

2012/09/21SISY 2012 Subotica 5



GoLFGoLF
Gossip Learning Framework (GoLF) - is a 

learning framework designed for performing 
fully distributed learning in large scale 
networks.

The basic idea behind GoLF is that large 
number of online models take random walks 
in the network while improving themselves 
using the training samples contained at the 
nodes and getting combined by applying 
ensemble learning techniques.
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  Concept DriftConcept Drift
The distribution that generates the 

training databases (D) may change over 
the time. This change—especially when it 
is significant and sudden—makes the 
already trained models inaccurate. This 
phenomena is called concept drift.

 we have to identify the time moment t 
when (sudden) drift occurred while we 
also handle it. This problem is known as 
the drift detection problem.
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The solution – detecting driftThe solution – detecting drift

 if the slope is negative or 0, the learning is 
probably in the convergence or in the 
already converged phase, respectively. 
Otherwise, if the slope is

positive, drift probably occurred.
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Experimental Experimental 
results:Drift results:Drift 
HandlingHandling

For both databases 
we modeled the drift 
by changing the 
labeling over the 
time.

Algorithms without 
concept drift 
handling capabilities 
show burn in effect, 
i.e. after a certain 
time they cannot 
adapt to the 
changing concepts.
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  Experimental results:Drift DetectionExperimental results:Drift Detection
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CONCLUSIONCONCLUSION
 In this work we proposed a novel algorithm for detecting 

concept drifts in a fully distributed network on the top of 
our previously proposed learning framework (GoLF).

 
 The approach introduces a cache, called history, for 

collecting data about the performance of the models. Later 
in theprotocol a mechanism decides whether drift occurred.

 Through empirical evaluations we investigated the 
performance (both for drift handling and detection 
capabilities) and scalability of the method. Based on these, 
we pointed out that our current proposal is a suitable 
choice when we need the additional feature of drift 
detection, since the drift handling performance of our 
approach is similar to the state-of-the-art approaches.
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Thank you for your time!Thank you for your time!
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