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Abstract

In this paper, we will show how non-photorealistic ren-
dering (NPR) can take a new role in content-based im-
age retrieval (CBIR). The proposed CBIR method applies
a novel image similarity measure: Unlike traditional fea-
tures like color, texture, or shape, our measure is based on
a painted representation of the original image. This is pro-
duced by a stochastic paintbrush algorithm which simulates
a painting process. We use the stroke parameters (color,
size, orientation, and location) as features and similarity
is measured by matching strokes of a pair of images. The
advantage of our approach is that it provides information
not only about the color content but also about the struc-
tural properties of an image without the segmentation of the
image. Experimental results show that the CBIR method
using paintbrush features has higher retrieval rate than tra-
ditional methods using color or texture features only.

1. Introduction

Non-photorealistic rendering (NPR) refers to any tech-
niques which can produce a non-photorealistic image.
There are three distinct types: direct rendering of 3D scenes
([13]), transformation from a photo ([10, 28, 23, 12, 6, 11,
19]), and interactive drawing ([29, 8]). A common process
for the second type methods is understanding the input im-
ages where the techniques of image processing and com-
puter vision can be applied. In [10], a method was pro-
posed for creating an image with a hand-painted appear-

ance from a photograph. An image is painted with a series
of spline brush strokes. Brush strokes are chosen to match
colors in a source image. A painting is built up in a series
of layers, starting with a rough sketch drawn with a large
brush. The sketch is painted over with progressively smaller
brushes, but only in areas where the sketch differs from the
blurred source image. Thus, visual emphasis in the paint-
ing corresponds roughly to the spatial energy present in the
source image. The Stochastic Paintbrush Transformation
(SPT) [28] is a completely automatic (no human interven-
tion, no pre-processing) image-painting algorithm which is
constructed in such a way that it provides a multi-scale rep-
resentation of an image which is close to the human sensa-
tion of paintings (see [28] for some image quality measure-
ments). In other words, it provides an interpretation of an
image. Although this interpretation is quite specific (series
of brush-strokes), it can successfully be used to capture the
visual content of an image just like a painting can capture
the world around us. A more general survey of NPR can be
found in [3, 7, 26].

Content-based image retrieval (CBIR) deals with the in-
dexing and retrieval of images in a large database based on
some low level visual features (so called visual content).
The main problems in CBIR are as follows: what kind of
features describe the best the visual content of an image
and how to measure the similarity of two images based on
these features. Color is one of the most important aspect of
human visual perception which can be easily characterized
by a histogram and be compared using histogram intersec-
tion [27]. However, a histogram alone cannot provide infor-
mation about the spatial distribution of colors. An approach
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incorporating spatial correlation of colors in color correl-
ogram was introduced in [14]. Texture [22, 21, 32] and
shape [16, 24] are also important features used in CBIR.
While the extraction of shape features is not an easy task
(one has to segment the image), they are particularly use-
ful for foreground/background type images (containing one
well defined object) [16, 2]. Such approaches are also re-
ferred to as semantic feature retrieval methods ([4]). Recent
research on semantic feature retrieval has tended to concen-
trate on one of two problems. The first is scene recogni-
tion ([25]). The second is focus on object recognition ([5],
[9]). However, in case of more complex images (e.g. natu-
ral scenes), automatic shape extraction and matching can be
a difficult task. One nice work using shape features is Blob-
world [2], where a query is formulated in terms of regions
(blobs) and region properties (color, texture). By finding
image regions which roughly correspond to objects, Blob-
world allows querying at the level of objects (semantic in-
formation) rather than global image properties. While this is
quite powerful when searching for images containing a spe-
cific object, other applications may require a search strategy
based on the overall visual impression of the whole image
(like a stock photographer’s database or other artistic im-
age collections). Region-based queries are oriented towards
questions like show me images containing an object like this
while a search based on visual content would be show me
more images looking like this. Our approach tries to solve
the latter problem.

The basic question when dealing with the visual content
of an image is how humans can interpret an image. In the
biological sense, it is not an easy question [31]. However,
there is an offering answer from an artistic point of view:
ask a talented painter and he will give a painted interpreta-
tion of the world: the scene as the artist sees it. Such an
image is made of brush-strokes of different sizes and col-
ors put on the screen one after the other in a sequence by
the painter. Small details are elaborated with fine brushes,
while plain surfaces are painted with greater strokes. Such
painting processes have been extensively studied in NPR.
In both NPR and CBIR, one of the key problems is how
well one can produce results (either retrieval or painting)
which corresponds to human perception. We adapted the
Stochastic Paintbrush Transformation (SPT) method [28]
in our work because it simulates such a painting process.
Note that our CBIR method is quite general so other NPR
methods could also be used.

The remaining part of the paper is organized as follows:
first, we describe an SPT method that we have implemented
in our CBIR method (Section 2). It is based on the work
proposed in [28] with some improvements. Then, we pro-
pose the CBIR method in Section 3. The painting repre-
sentation derived from the SPT method is directly used to
compute the similarity value between two images. In Sec-

tion 4, we brief the implementation and show the experi-
ment results. For experiment study, we have compared our
method with Global Histogram Intersection (GHI) and Or-
acle’s CBIR functions on a database of 1,017 images. The
results show that the method has a better performance. Fi-
nally, we conclude this paper in Section 5 with discussion
of the future work.

2. A Stochastic Paintbrush Transformation
Method

SPT [28] is a stochastic process where brush strokes
are generated randomly at decreasing scales of brush-sizes.
The strokes are then either accepted or rejected based on
the change in distortion they introduce. Basically, it can
be regarded as a multi-scale image decomposition method,
based on simulated, arbitrarily shaped paintbrush strokes.
A stroke is determined by five parameters: shape, size, lo-
cation, orientation and color. Herein, we use rectangular-
shaped brushes. Brush size is decreased at every painting
stage. Color is determined by the majority color in the
stroke area of the original image while location and orien-
tation are randomly generated. It is also important that we
use the perceptually uniform CIE-L�u�v� color space [15].
A new stroke is accepted according to a probabilistic rule
which prefers strokes decreasing the distortion of the paint-
ing. The resulting images look like good-quality paintings
with well-defined contours, at an acceptable distortion com-
pared to the original image (See Fig. 6).

The original algorithm [28] has been modified and im-
proved in several places for CBIR purposes:

First, the stroke color policy at large brush size, which
sets stroke color to the majority-vote color in the stroke-
area of the original image, is extended to all brush sizes.
This modification makes the edge information in the origi-
nal image better preserved in the painting.

Second, Simulated Annealing is used in SPT to control
the production and acceptance of strokes. Basically, our
painting algorithm is formulated as an optimization prob-
lem which is solved by simulated annealing (SA) [17, 18].
Note that SA is proven to find the global optimum, hence
our painting should be the one with the lowest distortion
given the set of brushes used during the process: The paint-
ing process in a stage (i.e. at a brush size) is a SA process
and can be separated into iterations, with each iteration a
Metropolis Monte Carlo simulation [17]. A randomly pro-
duced stroke in an iteration circle is a Monte Carlo step.
The energy of the system, i.e. the painting process, relates
to the distortion value between the current painting and the
original image. Thus we define the energy difference on the
acceptance of the stroke is �������� ������. � is the cur-
rent distortion value over the stroke area between the origi-
nal image and the current painting; �� is the distortion value
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over the stroke area with the introduction of the stroke. A
stroke is accepted with the probability:

������ ������������ (1)

where �� is the Simulated Annealing temperature which
decreases when iteration goes on. It is easy to verify
that Eq. (1) accords with the acceptance rule in Metropo-
lis Monte Carlo simulation.

Third, distortion-map �� is refreshed after every accep-
tance of new stroke instead of after an iteration in the orig-
inal algorithm. This makes the painting process use infor-
mation brought by new strokes as soon as possible.

Last, the average error-summation of the distortion-map
�� in the last 10 iterations is used to control quality of
the painting process, instead of the error-summation of the
distortion-map �� in the last iteration. This makes the qual-
ity of the painting more guaranteed. The modified SPT ren-
dering algorithm is as follows:

Algorithm 1 (SPT)

�1 Set brush size � to the next smallest brush and initialize
�� (SA temperature).

�2 Produce the distortion map �� which is the difference
image between the original image � and the current
painting ��: �� �� � � �� � (�� is an empty paint-
ing).

�3 Compute the error image �� which is a smoothed version
of ��, where the smoothing at each pixel is performed in
a circle of diameter �.

�4 Compute the histogram of �� and set threshold � such
that the frequency of higher values equals to a predefined
� .

�5 Randomly choose a position � and brush orientation
� � ���� 			
�� �
�� �
	
�� ���� ��
	
�� ��
�� �

	
��
such that ����� 	 � (i.e. the distortion at � is high
enough). Set the brush color 
 to the majority vote of the
original pixel colors falling inside the new brush stroke

��� �� �� 
�.

�6 Compute the new distortion �� and the previous (i.e.
without 
��� �� �� 
�) distortion � over the stroke area.
The new stroke is then accepted with a probability
������ �����������.

�7 Update distortion map ��. If the number of strokes gen-
erated at the current temperature �� is less than a thresh-
old then go to Step �5 .

�8 ���� � �	���, � � �� �. Go to Step �3 until the aver-
age �� in the last 10 iterations is less than a predefined
value Æ.

�9 Go to Step �1 until the smallest brush size is over. Note
that now �� in Step �2 will be the final painting obtained
at the current level. The painting simply continues with a
smaller brush!

The above algorithm produces a series of brush strokes,
each of them is determined by five parameters: shape, size
�, position �, orientation �, and color 
. �� controls the
quality of the painting: Each pixel in �� is the color dis-
tance between the corresponding pixel in � and ��. We
use the sum of �� to trace the quality of ��. ��, �, and
� are used to control the painted area at each iteration: For
a more efficient stroke generation, we want to modify the
image area having higher distortions in the current painting.
Each pixel in �� tells the mean distortion value in a circle of
radius � (current brush size) around it. With the histogram
of �� and � , we can compute the threshold � such that new
strokes are only produced in the upper � percent of highly
distorted area.

2.1. Properties of a Painted Image

Paintings produced by SPT have several nice properties.
Herein, we will look at closely those that are particularly
interesting for CBIR.

� A painting is equivalent to a series of brush strokes.
Hence SPT can be seen as a transformation of the orig-
inal image into a sequence of brush parameters. There
is a well-defined scale-space line here: First large de-
tails, then finer details are proceeded (just like a real
painter would do). We also note that many aspects of
human perception also works according to the scale-
space paradigm [20].

� By looking at the paintings (see Fig. 6), one can im-
mediately see that paintings have sharp edges and im-
portant boundaries are kept at any brush size. Further-
more, there are no fine details below a limit determined
by the actual brush size. It is also clear that one can get
arbitrarily close to the original image by using smaller
brushes. Hence the applied brush sizes determine the
level of abstraction.

� The following observations are particularly important
for CBIR: 1. Every part of the image is painted with
the largest possible brush (Fig. 1). 2. Independently
of the brush size, density of strokes around edges is
much higher than in other parts of the image (Fig. 2).
3. Stroke orientation is in correlation with the struc-
tural properties of the image (Fig. 3).
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Original ��� � brush ��� � brush �� � brush

Figure 1. In subsequent stages, accurately covered areas are not repainted with smaller brushes, i.e.
every part of the image is painted with the largest possible brush. White dots denote the center of
brush strokes.

Original ��� � brush ��� � brush �� � brush

Figure 2. Stroke density is much higher around boundaries independently of the brush size. Note
that for clarity of presentation, each of the above paintings were produced by a separate SPT run
with a single brush size.

Original ��� � brush ��� � brush

Figure 3. The distribution of stroke orientations is determined by the structural properties of the
image: orientation of longer strokes is in correlation with the direction of strips of the image (vertical
directions preferred) but orientation of shorter strokes are uniform because they can be placed
equally well in any orientation.
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In a painting produced by SPT, there might be many
strokes that are completely covered by succeeding strokes.
Such invisible strokes are redundant because they do not
carry any additional information. Therefore they are re-
moved before similarity is computed.

3. The CBIR Method

In this section, we present our content-based image re-
trieval (CBIR) method. The novelty is that it is based on
the painted representation of image, obtained by Stochas-
tic Paintbrush Transformation (SPT), which automatically
simulates painting process. We will show how the color
and structure information can be used. Then, we will show
how semantic meanings can also be combined.

For two images �� and ��, we have their stroke sequences
�� and �� derived from SPT. The information associated
with each stroke is size, orientation, position, and color.
Note that each sequence is already sorted by its size due
to our SPT algorithm. For our purpose of retrieval, we pri-
oritize the information in a decreasing order: We start with
matching the color parameter because it is the most impor-
tant feature. Then we match the orientation which charac-
terizes the structure of the image. Finally the location of the
strokes are matched which tells us about the spatial location
of a stroke. Thus, among the same size strokes of one paint-
ing, we first sort them by their color, then the orientation,
and finally the position.

Now the similarity value ������� ��� between images ��
and �� is derived by the comparison of the stroke sequences
�� and ��. The process can be described as follows:

Algorithm 2 (Compute the Similarity Value)

�1 Pick two same size strokes �� and �� respectively from
stroke sequences �� and ��.

�2 Compute the similarity values ���������� ���,
���������� ���, and ���������� ��� of color, orien-
tation, and position between the strokes �� and ��.

�3 Add the 3 similarity values ���������� ���,
���������� ���, and ���������� ��� with the weights
����, ���� and ���� together, the similarity value
contributions of the stroke �� and ��, to the similarity
value ������� ��� of images �� and ��.

�4 Repeat steps Step�1 to Step�3 until running out of the
same size strokes from �� or ��.

�5 Count the number � of the remaining same size strokes
of �� or �� and remove them. This number � is used to

adjust the similarity value ������� ���. The smaller the
number �, the higher the similarity value of these �� and
��.

�6 Repeat steps Step�1 to Step�5 using the smaller size
strokes until running out of the strokes in �� or ��.

�7 Adjust the similarity value ������� ��� by the number �,
the number of the remaining strokes in �� or ��.

�8 End.

The similarity values ���������� ��� and ���������� ���
of orientation and position are computed in joint space
and Cartesian space respectively. When the two orienta-
tion angle difference �� (distance 	) of strokes �� and
�� is �� (� unit), its orientation (position) similarity value
���������� ��� (���������� ���) equals to �
� (�
�). The
orientation angle difference (distance) is bounded by ����

(the diagonal length of the image). This will lead to the
orientation and position similarity values in a range of
��
�� �
��. The similarity value ���������� ��� of two col-
ors can be computed in CIE-L�u�v� color space [15]. It is a
3-D space, so the computing is in a similar way as comput-
ing the position similarity value in Cartesian space. Their
weights ����, ���� and ���� to the overall similarity value
������� ��� are determined in the experiment tuning.

Finally, to show how semantic meanings can be com-
bined, we applied the CBIR method by regions in images.
The image segmentation method used in BLOBWORLD
([1, 2]) was applied to obtain regions. The strokes of an
image were separated into groups such that each group cor-
responds to a region and centroids of the strokes in a group
are all located in the corresponded region. The similarity
between two images, � and �, is measured by Algorithm 3
listed as follows:

Algorithm 3 (Semantic Measurement)

�1 While not all regions in � have been selected as fore-
ground.

�i While not all regions in � have been selected as fore-
ground.

�a Select the next region in �, regard it as the
foreground and the remaining regions as the
background.

�b Select the next region in �, regard it as the fore-
ground and the remaining regions as the back-
ground.
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�c Compute the similarity �� between the fore-
grounds and the similarity �� between the
backgrounds. The similarity between � and
� at this configuration is computed as � �
�

�
�� �

�

�
�� and � is stored.

�2 Choose the maximum S stored at Step �c as the similarity
between � and �.

�3 End.

4. Implementation and Experiment Study

In our experiments, we have used an image database
containing 1,017 images including human portraits, natu-
ral scene, city scene, rural scene, synthetic images, etc.
The original size of these images is around ��� � ��� or
��� � ���. They were resized into a bounding box of
��� � ��� while keeping the original ratio for SPT trans-
formation. SPT went through 3 stages for every image. The
brush size � used in each stage were respectively �� � �,
	� � � and � � �. We have used the following weights
for computing similarity: ���� � ����, ���� � ���� and
���� � ����. We tuned these values on a small set of train-
ing images and then used them during our tests.

For the evaluation, we have used a ground truth produced
by manual classification of images. For each image, the
ground truth data contains all of the similar images found in
the database. Similarity is judged by a user. Although this
is inherently subjective, the ground truth data shows a rather
strict similarity requirement. The whole database together
with the ground truth are available on our web site
www.cs.ust.hk/˜kato/reserach/spt/cbir/

For comparison, we have also implemented global his-
togram intersection (GHI) [27]. For this purpose, the CIE-
L�u�v� color space is quantized such that the L channel is
divided into 6 intervals, the U channel is divided into 14
intervals, and the V channel is divided into 10 intervals.
This partition makes a cube with the same length in each
channel. The histogram of an image is then computed in
this quantized space. Finally, the proposed method has also
been compared to Oracle 9i’s CBIR function [30] which in-
dexes images on four attributes: global color, local color,
texture and shape. The similarity between two images is a
weighted sum of similarity scores on these four attributes.
Users determine the weights of these four attributes. In our
experiments the weights were set as ����������	 � ���,
���������	 � ��	, 
��

	� � ��� and ����� � ��	, as
this setting gave the best performance on the database.

For each query image, we retrieved the 20 most similar
images, ordered by similarity, from the database. To mea-
sure the performance of the algorithm, the commonly used

precision rate and recall rate were computed. The resulting
precision-recall graph on Fig. 4 shows that similarity based
on stroke parameters has higher retrieval rate than tradi-
tional color-based similarity or Oracle 9i’s CBIR function.
We also found that the SPT-based method returns relevant
images at the beginning of the list (see Fig. 5). This is an
important issue when less than 20 images are retrieved.

Concerning the computing time on a Pentium III
930MHz PC, our method needs less than 500 msec to de-
cide whether two images are similar. Therefore retrieval
time is quite fast. However, indexing time is higher as the
SPT algorithm is more CPU intensive. Fortunately, index-
ing is done offline and only once, when the image is entered
into the database. It takes about 300 sec on ��� � ��� im-
ages. However, we also note that indexing can be done on
a small thumbnail (with proportionally smaller brushes) in-
stead of the original image which requires considerably less
CPU time: about 10 sec for images of �����, or 30 sec for
	��� 	��. The retrieval quality of the thumbnail images is
the same as for the original ���� ��� images.

5. Conclusion and Future Work

In this paper, we have explored a new role of non-
photorealistic rendering (NPR) in content-based image re-
trieval (CBIR). We have proposed a new image similarity
measure based on a painted representation of the original
image. Unlike traditional CBIR methods, we use brush-
stroke parameters as features and our measure is computed
by matching strokes in a pair of images. The advantage of
our method is that it provides information about both color
and structural properties of an image without segmentation.
The algorithm has considerably higher retrieval rate com-
pared to traditional color or texture based features.

For future work, we will do more experiment study.
We can try other NPR methods, compare with other CBIR
methods in particular, the methods based on multiresolu-
tion images, and test on more image databases. Another
improvement is to make our method to be orientation in-
variant. One straight forward way is by rotating the statistic
data of stroke orientation, e.g., when using histogram in-
tersection to compare orientation histograms, we can shift
the orientation histograms of index image 8 times (we have
only 8 choices a stroke) and choose the maximum value of
the intersection operation in the 8 shifts to be the similarity
between two histograms.
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Ground truth SPT GHI Oracle

Figure 5. Example 1: retrieval results of the proposed method, histogram intersection, and Oracle’s
CBIR function.
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Original ��� � brush ��� � brush �� � brush

Figure 6. Typical paintings produced by SPT from a real color image with different brush sizes.

Ground truth SPT GHI Oracle

Query image

Figure 7. Example 2: retrieval results of the proposed method, histogram intersection, and Oracle’s
CBIR function.
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