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Abstract In this paper, some possible ways of translatemgisompositional
constructions with the help of a computer are prexk Two possible methods
are proposed: first, the one based on lexical fanst and, second, the
statistical-based one making use of lexico-semasntations between the noun
and the verb. The application of both methods irchiree translation would
yield higher accuracy of translation. However, boththods require previous
theoretical research, the results of which couldrbigfully applied in the field
of computational linguistics, especially in machiranslation.

1 Introduction

In this paper, | explore the possible ways of ti@isy Hungarian noun + verb
constructions with the help of computers. Thesestrantions do not form a unified
category, since, on the one hand, productive strest (such agljsagot olvas
newspapercc reads 'to read a newspaper’levelet irletterAcc writes 'to write a
letter’), and, on the other hand, idiomatic expi@ss (such agstitértokét mondit.
ThursdayAcc says 'it fails to work’,|épre csallit. comb-suB entices ‘to toll’) can
also be found. However, besides these constructibese exist some expressions that
are neither productive nor idiomatic and whose rirgais not totally compositional.
For this latter type, examples from different laages are shown in (1)-(7). Since
their meaning is the same, only literal translagiare provided:

(1) Hungarian eldadast tartpresentatioracc holds virdgba borulbloom-LL
falls, lehetiség nyilikpossibility opens

(2) English to give a lecture, to come into bloom, a pos#ibémerges

(3) German halten eine Vorlesungo hold a presentatignin Blute steherin
bloom to standes gibt eine Mdglichkeit gives a possibility

(4) French faire une présentatioto make a presentatipétre en fleurto be in
bloom I'occasion se présenthe possibility itself presents

(5) Portuguesefazer uma conferéncito make a presentatiptancar floresto
throw flowers se oferecer ocasiatself to present possibility

(6) Italian: tenere una conferenza hold a presentatioressere in fioréo bein
bloom emerge la possibilitamerges the possibility



(7) Russian citat’ doklad to read presentatiopokryt’'sja cvetamio cover itself
with bloom predstavlja'etsja vozmoZnostd emerge itself possibility

Several terms have been used for these constradtidhe literature (Dobos 1991,
2001, Langer 2005). The most common ones are &swv&lin German, they are
called Funktionsverbgefugéfunction verb constructions), in Englistomplex verb
structures, support verb constructioos light verb constructiongan be found, in
French,constructions a verbe suppof$upport verb constructions) is usually used,
while we can find terms likepisatel'nye vyrazenijgdescriptive expressions) in
Russian, costruzioni a verbo supportdsupport verb constructions) in lItalian,
construcfes comerbo suportdsupport verb constructions) construcdes comerbo
leve(light verb constructions) in Portuguese.

In Hungarian, these constructions also have garatnameskoriliré szerkezetek
(periphrastic constructions) in (Sziklai 1986)eir6 kifejezések (descriptive
expressions) in (Dobos 1991), anflinkcioigés szerkezetekfunction verb
constructions) following (Keszler 1992), howevehe tsomewhat pejorative term
terpeszkedl szerkezeteK'sprawling” constructions) occurs in the Hungariurists’
Dictionary (Grétsy and Kemény 1996: 571) and irergécspecialized articles as well
(for instance, Heltai and Gésy (2005) focuses oe #ffects of sprawling
constructions to linguistic processing).

As it can be seen from the examples given abovest mames used for these
constructions contain only one component of thestootion, namely, the verbal
component, suggesting that it is the verbal compotieat forms the head of the
construction. However, since the verbal componenttions only as the syntactic
head of the construction — the nominal componeirigothe semantic head of the
construction (Dobos 2001) —, it is perhaps better to include any of the two
components in the name of the construction. Thathg | will use the term semi-
compositional constructions in my paper, followirenger (2005).

The aim of this paper is to overview the machinangtatability of semi-
compositional constructions. First, the charactiess of semi-compositional
constructions will be examined in detail, then peois concerning the machine
translatability of collocations in general will lpeesented, and some of the solutions
offered for these problems will be shown. Finathe way lexical functions can help
the machine translatability of semi-compositionahstructions will be demonstrated.

2 On the status of Hungarian bare common noun + verb
constructions

In this section, | will examine the characteristafsHungarian bare common noun +
verb constructions, and | will present a possildssification of these constructions.



2.1 Earlier research on bare common noun + verb constructions

Bare common noun + verb constructions have beeengsome attention for a long
time in Hungarian linguistic research. For instariKemlosy (1992) classifies these
constructions into four groups. The first group tedms idioms or idiom-like
expressions, whose meaning cannot be calculateth froeanings that their
components can have outside this unit (1992: 4B8pressions such asutortokot
mond ThursdayAcc says 'it fails to work’,lIépre csalcombsus entices ‘to toll’
belong to this group.

Constructions where the verb has got a common rasgoment belong to the
second group. The meaning of the unit formed byvimd and its argument is not
compositional, however, this construction cannogbddiom for the noun preserves
its original meaning, and, what is more, the bas&aning of the verb also plays an
important role in computing the meaning of the ¢nmrgion. Expressions such as
moziba megyit. cinemat.L goes ‘to go to the cinema’ skolaba jarlit. school+LL
goes ‘to go to school’ compose this group.

The third group is formed by expressions sucfepe csapit. head+LL hits ‘to hit
sy on the head’ andallon csiplit. shouldersup bites ‘to bite sy on the shoulder'...
Both components of the constructions are restriseadantically: the noun refers to a
part of the body while the verb means physical acint

The fourth group contains certain locutions. Tregimantic head is the noun, the
role of the verb is only to verbalize the constimtt Examples of this type are
alkalom nyiliklit. possibility opens ‘a possibility emerges’ amibdot adit. way-AcC
gives ‘to provide an opportunity’...

Kiefer pays attention to constructions formed byeab and a bare noun such as
Ujsagot olvadit. newspapercc reads ‘(s)he is reading a newspaper’ (Kiefer 1990—
91, 2003 and Kiefer and Ladanyi 2000). On the bakisompositionality, he divides
these constructions into two groups: productivestrarctions and idioms. According
to his remarks, the bare noun before the verbvisrbal modifier and it is always an
argument of the verb, on the other hand, it carenée a referential expression. A
construction containing an accusative verb andumnrnpo the accusative case cannot
be nominalised: the formiGjsagot olvasaslit. newspapercc reading ‘reading a
newspaper’ is ungrammatical. However, the nomiatiie of constructions with an
intransitive verb is possible: in this case, ithe verb that is firstly nominalised, then
the noun becomes its argumemtiogibg jar — jaras — moziba jaradit. (cinemat.L)
goes — going — cinemat going 'going to the cinema’. The formation of a&gent
participle is similar to nominalisation, that isietabovementioned restrictions hold
for it, too. The complex verb formed by the nourd ahe verb becomes easily
lexicalized, that is, the meaning of the constarctbecomes less transparent: in the
constructionsajanlatot tesdit. offer-acc makes ‘to make an offeryizsgat testit.
examAcc makes ‘to have an examskit tesiit. oathAcCc makes ‘to make an oath’
the same verhtésa can be found, however, the three actions are difgrent from
each other.



2.2 A possible classification of bare noun + verb constructions

As it can be seen from earlier research, two factoamely, compositionality and
productivity play an important role when determuitme relation between the verbal
and the nominal component of bare noun + verb coctsdbns (cf. Gabor and Héja
(2006), and Kalman (2006) on the relation of gowesrand their arguments). Based
on these factors, in earlier work (Vincze 2008ydgented a bunch of grammaticality
tests designed for the purpose to characterize t@awe + verb constructions more
precisely. When designing different syntactic aminantic tests, | paid special
attention to features of Hungarian bare common nouerb constructions described
earlier (Komlésy 1992, Kiefer 1990-91, Kiefer anddianyi 2000 and Kiefer 2003)
on the one hand, and to tests for English, GermmainFaench constructions given in
Langer (2005) on the other hand. For the sakelwdtihtion, | list some of the tests
used: test of question (Can we ask a questionhmbminal component?), test of
nominalisation (Can the construction as a wholebeinalised?), omittance of the
verb (In case of omitting the verb, can the origmetion be reconstructed?), and the
test of variativity (Can a single verb (derivedrfréhe stem of the noun) substitute the
construction?) etc.

On the basis of the tests given in Vincze (200&yebcommon noun + verb
constructions can be divided into three groupsstfFimost of the tests give
grammatical results for productive constructiomankthe examples of Kiefer (1990—
91) and Komldsy (1992), the following expressione alassified as productive
constructions according to the results of the tests

(8) Ujsagot olvamewspapercc reads 'to read a newspaper’levelet irletter-
ACC writes 'to write a lettermoziba megyit. cinemat.L goes ‘to go to the
cinema’ oriskolaba jarlit. schooliLL goes ‘to go to schoolhazat épitlit.
house-Acc builds ‘to build a house’...

Constructions belonging to this group mostly déserconventionalized actions.
Their structure is semantically transparent, the&aning can easily be calculated
from the meaning of the verb, the noun and theisudf the noun (that is, their
compositionality is of high degree), therefore tlaeg highly productive — this is why
they are called productive constructions. (See KaInG2006) on the correlation
between the degrees of compositionality and pradtigt

Second, tests give ungrammatical results for ididdesne examples can be seen in

(9):

(9) csutortokét mondit. Thursdayacc says ‘to fail to work’,gydkeret velit.
root-ACC beats ‘to strike root..

Constructions of this type are not semanticallyngparent, the meaning of the
complex construction cannot be computed from thenmmgs of the parts of the
expression, therefore their productivity is verwlo

Third, there is a group of expressions for whictnedests give grammatical, while
other tests give ungrammatical results. This grofijpare common noun + verb
constructions will be hereafter called semi-compasal constructions because they



are situated in between the compositional prodactienstructions and the non-
compositional idioms.

Semi-compositional constructions can be divided istibgroups on the basis of
their behaviour being closer to the behaviour afpictive constructions or the one of
idioms. Constructions belonging to the first sulgroare situated closer to the
productive constructions because they share mompepties with productive
constructions than idioms. This subgroup contains:

(10) elsadast tartlit. presentatiorscc holds ‘to give a lecturejparancsot adit.
orderAcc gives ‘to give an order'dontést hodit. decisionAcc brings ‘to
make a decision’bejelentést tedit. announcementcc makes ‘to make an
announcemenmaodot adit. way-ACcC gives ‘to provide an opportunity’...

Constructions of the second group are rather li#imms, concerning their
behaviour. Such constructions are:

(11) viragba borullit. bloom4LL falls ‘to come into bloom’igényt tartlit. claim-
Acc holds ‘to establish a claimtetten érlit. actsup catch ‘to catch in the
act’, figyelembe vesit. considerationtL takes ‘to take into consideration’,
aruba bocsatit. waredLL sends ‘to start to selllépre csallit. combsuB
entices ‘to toll'...

Constructions of the third group are equally clas@roductive constructions and
idioms, that is, they are not closer either to magoor to productive constructions.
Typical examples are:

(12) alkalom / lehefség / esély nyilik kinalkozik/ adédik ‘an opportunity / a
chance / a possibility emerges’ ...

3 On the machinetrandatability of collocations

In machine translation, one of the most challendasks is the proper treatment of
collocations. Every multiword expression is consideto be a collocation if its

members quite often co-occur and its form is fitedsome extent (cf. Siepmann
2005, 2006, Sag et al. 2002, Oravecz et al. 20@4adi 2005). Examples are listed
here:

(13) gyava nydullit. coward rabbit ‘chicken’,hatos lottd lit. six lottery ‘6/45
lottery’, kreol kjri lit. creole skinneddark-skinned’,jéban-rosszban lit.
goodiNE bad+NE ‘for better for worse'..

The translation of collocations is a hard task foth a human translator and a
machine translation program, since their meaningpistotally compositional, that is,
it cannot be computed on the basis of the mearihgse parts of the collocation and
the way they are related to each other. Thus,dheltr of translating the parts of the



collocation can hardly be considered as the prdpanslation of the original
expression.

3.1 Problems concerning the machinetrandation of collocations

When translating collocations, translation programsst face two main problems. On
the one hand, parts of the collocation do not asmagcur next to each other in the
sentence (split collocations). In this case, thmmater must first recognize that the
parts of the collocation form one unit (Oravecakt2004), for which the multiword
context of the given word must be considered. @nather hand, the lack (or lower
degree) of compositionality blocks the possibiliof word-by-word translation
(Siepmann 2005, 2006).

In the following, some examples containing semi-pogitional constructions are
shown to illustrate the problems mentioned. TheliEhgentences were translated by
MetaMorpho, an English-Hungarian machine transhatigrogram (available at
www.webforditas.hli The results, that is, the Hungarian versionsgiwen together
with the precise English equivalent gained by reftating the results into English.
Finally, the correct Hungarian version of the amgjisentence is also presented.

(14) All the trees have already come into bloom. (o@yjiEnglish sentence)
Minden, ami a faknak mar van, bejon viragba. (Metgbho)
All that the trees already have enter into flowegtranslation)
Mar minden fa virdgba borult. (Hungarian equivalent
(15) No lecture has he given this year. (original Erfgsntence)
Nincs ebadas neki ezt az évet adtak. (MetaMorpho)
There is no lecture to him this year they gaverdreslation)
Ebben az évben még nem tartotiaelast. (Hungarian equivalent)

In (14) there is a collocatiorcgme into bloomthe parts of which occur next to
each other, however, the program does not knowettpsession, that is why its parts
are translated separately (word-by-word translatmmeasbejonandinto bloomas
virdgba viragdLL). Since the expression is not compositional, tksult is
ungrammatical and meaningless. In (15) a splitocallion can be found: parts of the
collocationgive a lectureare separated (other divergences from the wordsayiven
by dictionaries are due to grammar). The prograesdwmt treat the collocation as a
whole that is why no acceptable translation is jged.

3.2 A possible solution

Véaradi (2005) offers three different treatments wifultiwvord expressions in
computational linguistics. First, totally fixed ewgssions must be listed in the
dictionary: the meanings of words in the EnglispressionFrench friesdo not equal
to the ones of the words in the Hungarian equivasétt krumplilit. fried potato,
thus, this expression must have a separate legitay in the dictionary. Second,
productive expressions can be translated totadlglyr in the case dfrench wines



the translation of the parts of the expression igess the correct resulfrancia
borok), thus,French winesdoes not form a separate lexical entry. Third, isemd
expressions are not worth listing in the dictionaecause they are productive in the
case of certain (semantic) groups of words. Thersehof the expressioRrench-
speaking populatiorcan be used for creating new expressions sucBpasish-
speaking populatign Chinese-speaking populatioatc. Local grammars have a
leading role in the treatment of semi-fixed expi@ss in machine translation.

A parallel can be drawn between the three treatsnehimulti-word expressions
and the three subgroups of bare noun + verb catigtng. Productive constructions
can be translated by using the word-by-word methioat, is, they do not have to be
listed in the dictionary, whereas idioms must beated similarly to totally fixed
expressions, thus, they must be listed in the atietiy. Nevertheless, semi-
compositional constructions are too compositiomal Heing listed in the dictionary
since the relation between the parts of the coaistms is constant. This relation can
be formalized with the help of lexical functionshiash will be presented in the
following section.

4 Lexical functionsand machinetrandgation

4.1 Lexical functions

The theory of lexical functions was born within thamework of Meaning— Text
Theory (the model is described in detail in e.g.I'tbé 1974, 1989, 1996, 1998,
Mel'¢uk and Zolkovskij 1984, Meluk et al. 1984-1999, Mélik et al. 1995, Wanner
1997, 2007). The most important theoretical innimrabf this model is the theory of
lexical functions, which is universal: with the pebdf lexical functions, all relations
between lexemes of a given language can be dedcaitthough this theory has been
thoroughly applied to different languages such asssin, French, English or
German, it has been rarely adapted to Hungariafarsdt is only the applicability of
M agn that has been studied (Répasi and Székely 1998e522003).

Lexical functions have the form(x) =y, wheref is the lexical function itselfx
stands for the argument of the function ands the value of the function. The
argument of the lexical function is a lexeme, wiitidevalue is another lexeme or a set
of lexemes. A given lexical function always expessshe same semanto-syntactic
relation, that is, the relation between an arguraedtthe value of the lexical function
is the same as the relation between another arguamehvalue of the same lexical
function. Thus, lexical functions express semargiations between lexemes. In the
case of syntagmatic lexical functions, these reftstihold between expressions that
are not totally compositional, that is, they mustdarnt (Metuk et al. 1995).



4.2 Lexical functions and semi-compositional constructions

4.2.1 Earlier research

Research on the relationship of semi-compositiooahstructions and lexical
functions has been rarely conducted. One of theefexeptions is Apresjan (2004): he
examines Russian verbal constructions that can dieted to different lexical
functions. He claims that there is a correlatiotween the given lexical function and,
on the one hand, the type of the predicate, anth@other hand, the semantic type of
the nominal component of the construction. Sineertieaning of the lexical function
of Oper is given as follows: ,delat’ X, imet’ X ili byt’ vsostojanii X" 'to do X, to
have X or to be in the state X(Apresjan 2004: 6), the values ©per; will be such
verbs whose meaning contains the element 'do’ a@tegrto the definition.

Reuther (1996) focuses on three Russian suppdssveresti’comport’, provodit’
‘conduct’, and proizvodit’ 'manufacture’. He uses the Russian explanatory-
combinatorial dictionary (Metuk and Zolkovskij 1984) as a source of data. In his
examples, the relation between the nominal compoaed the support verb can be
formalized with the help 0Oper,. He concludes that nominal components can be
divided into definite semantic groups in the cabalbthe three verbs: for instance,
the support verlprovodit’ occurs together with nouns denoting an organizeibk
activity or a complex procedure.

Studies on Russian material suggest that theredsralation between the verb and
the semantic type of the noun on the one handpahsleen the lexical function and
the type of the predicate on the other hand. Dsehelations hold for Hungarian
semi-compositional constructions as well?

422 Correlations between support verbs, nominal components and lexical
functions
In earlier research on Hungarian support verb coasons (Vincze 2005), | found
some relations holding between the verb, the semgmte of the nominal component
and the lexical function used. Data were colledtech the legal texts of the Szeged
Corpus (for the detailed description of the corpusge: http://www.inf.u-
szeged.hu/projectdirs/hlt/index_en.html), a Huraardatabase in which words are
morphosyntactically analysed and tagged. | paidiapattention to the support verbs
ad ‘give’, hoz ‘bring’, tesz'do’, vesz'‘take’ andvégrehajt‘realise’. The relations
between the support verbs and the nouns are famahih terms of lexical functions,
that is, it is revealed which support verb is tladue of which lexical function in the
case of a specific noun. Thus, correlations betweapport verbs and semantic
classes of nouns can be formulated: namely, spsemhkntic classes co-occur with
special support verbs. For instance, nouns densfegch acts tend to co-occur with
the support verbsad ‘give’, tesz ‘do’ or hoz ‘bring’, while nouns denoting a
possibility usually co-occur withd ‘give’.

The meaning of support verbs found in dictionades the semantic content of
lexical functions were also compared. It was rexgdhat their semantic components
must (partly) overlap. For instance, support vemisose meaning contains the

1 The translation is mine (VV).



semantic primitive ‘do’ 4d andteszin the database) are usually values of the lexical
functionOper ;. The verbveszcontains the semantic element ‘begin’, that is Wwhy
usually the value of the lexical functidncep referring to the beginning of an event.
Both the support verbégrehajtand the lexical functiofReal contain the semantic
element ‘fulfil the expectations’, and the commaartpin the meaning ofioz and
Causis the semantic primitive ‘cause’.

The results of this study suggest that there areeledions between the verb and
the semantic type of the noun, and specific verbsoéten values of specific lexical
functions in the Hungarian language as well.

4.2.3 Lexical functionsand subgroups of semi-compositional constructions

Let us return to the grouping of semi-compositiar@istructions. As it was presented
earlier (see 2.2), these constructions can be elivichto three groups. Different
groups can be related to different lexical funcsioRirst, in the case of constructions
being closer to productive constructions, the nantomplement tends to be the
syntactic object of the verb, for instanedjadast tartlit. presentatiomcc holds ‘to
give a lecture’parancsot adit. orderAcc gives ‘to give an orderdéntést ho4it.
decisionAcc brings ‘to make a decision: In the language of lexical functions, this
syntactic relation can be expresseddper (Mel'¢uk et al. 1995), as in:

(16) Oper; (donté$ =[~t] hoz 'make a decision’.

Second, in the case of constructions being clasi&lidms, the nominal component
usually has an oblique casgragba borullit. bloom-LL falls ‘to come into bloom’,
szamitasba veslit. accountiL takes ‘to take into accounfigyelembe vesit.
considerationtL takes ‘to take into consideration’ This syntactic relation is
described by the lexical functidrabor (Mel'¢uk et al. 1995):

(17) Labori,(szamitds=[~ba] vesz'take into account’.

Third, the nominal component of construction beingthe middle, that is, in
between productive constructions and idioms fumstias a subjectlkalom nyilik
esélykinalkozik lehetiségadddik‘an opportunity / a chance / a possibility emerges
... This syntactic relation can be expressed by ¢iecdl functionFunc (Mel'¢uk et
al. 1995):

(18) Func; (alkalom = nyilik 'a possibility emerges’

Now it is highlighted that the subgroups of seminpmsitional constructions
correlate to the groups of lexical functions, mprecisely, a specific subgroup can be
paired with a specific lexical function. Since @shbeen already stated (in 4.2.2) that
there is a correlation between lexical functionsl dne semantic content of their
values (that is, of the verbs), it can be expedisat certain groups of semi-
compositional constructions often contain specicbs. Thus, constructions being
closer to idioms contain verbs that do not typicaltcur in constructions being closer
to productive constructions and vice versa.



4.3 Semi-compositional constructions, lexical functions and machine translation

The results of my earlier studies on Hungarian @dbacze 2005, 2008) suggest that
on the one hand, the semantic type of the nourpiadict what verb will be the value
of a given lexical function, being the noun itswargent, and, that on the other hand,
certain verbs are typical values of a given lexfoalction. Furthermore, in this paper
| have shown that the groups of semi-compositiamaistructions tend to correlate
with the groups of lexical functions. Thus, in Han@n, it can be predicted to a
certain degree what verb will co-occur with a givesun in the case of a given
syntactic relation. Here | provide an example:hé taccusative form of the noun
tajékoztatasinformation’, that is,tdjékoztatasineeds a support verb, then two facts
must be considered. First, the accusative formhefrioun refers to the predicate-
object syntactic relation, which is described ®@per, and verbs such &= 'give’,
tesz’'make’, hoz’'bring’, vesz'take’, kap 'get’ are the most common values of this
lexical function in Hungarian. Seconthjékoztatass a noun denoting a verbal act,
and nouns denoting verbal acts or speech actssaly paired with verbs likeesz,
ad and hoz Thus, the construction®jékoztatast adand tajékoztatast teszan be
predicted (actually, both constructions can be foimthe legal texts of the Szeged
Corpus).

These results can be fruitfully applied in machi@mslation as well. However, for
a successful translation, these generalizationst iesmade for both the source
language and the target language. Invaluable ssu€dhese generalizations are
explanatory combinatorial dictionaries (Mek and Zolkovskij 1984 for Russian and
Mel'¢uk et al. 1984-1999 for French) containing differeemantic and syntactic
relations between lexemes coded by the means ichleunctions.

The applicability of lexical functions in machineanslation is emphasized in
Apresjan and Cinman (2002). The two languages floeys on are English and
Russian. If a list containing all the values ofié@k functions applied to a lexeme is
available for both languages, machine translatienomes much easier and more
precise, since it is only the two lists that mustdompared and the corresponding
lexeme can be easily chosen (as an illustratipnovide the Hungarian equivalent of
this construction as well):

(19) Oper; (nadezda=[~u] pitat’
(20) Oper, (hop8 =cherish
(21) Oper, (remény =[~t] taplal

To sum up, the machine translation of semi-comfost constructions can be
supported in two ways. First, constructions cansbh@ed in the form of lexical
functions: in this case, the size of the dictiongrgws but the translations become
more precise. Second, a translation can be proposetie basis of the connection
between the semantic content of the noun and ttie Ve latter is a statistical-based
method: for each noun belonging to a certain seimanbup, it is highly probable
that it is accompanied by a certain verb, for ins& nouns denoting speech acts
usually for a semi-compositional construction tbgetwith one of the verbad
'give’, tesz’'make’ andhoz’bring’ in Hungarian (Vincze 2005), and with therbs
davat’ or delat’ in Russian (Apresjan 2004). The machine transiafwogram
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chooses the appropriate verb for each noun witthéte of frequency rates based on
data in a training corpus: in this way, when tratisj the semicompositional
constructioneskit teszmake an oath’ to Russian, the nddjatva will be paired with
the verbdavat’ sincedavat’ kljatvuoccurs much more frequently thadelat’ kljatvu
However, both methods need thorough preparatidgherithe lists containing the
values of lexical functions must be created forhbt#nguages, or the semantic
connections between nouns and verbs in both lamguagist be described in detail.
Since these tasks have not been adequately pedofoneHungarian (my research
being only a first step in this direction), longethetical and empirical work is still
needed.

5 Conclusion

In this paper, | have presented some possible watranslating semi-compositional
constructions with the help of a computer. Two falesmethods have been proposed:
first, the one based on lexical functions, andpedg¢the statistical-based one making
use of lexico-semantic relations between the nouhthe verb. The application of
both methods in machine translation would yield acim more precise result.
However, both methods require previous theoretieakarch, the results of which
could be fruitfully applied in the field of compti@nal linguistics, especially in
machine translation. Hopefully, this theoreticalriwavill be performed in the near
future.
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