Department of Foundations of Computer Science

THEORETICAL COMPUTER SCIENCE

The research performed in the Department of
Foundations of Computer Science lies in the intersec-
tion of algebra, logic and computer science. The main
themes are automata and formal languages, tree au-
tomata and term rewriting, weighted tree automata,

LOGIC ON WORDS

Linear temporal logic has the same expressive
power as aperiodic automata. In order to be able
to express modular counting and other properties of
words, Wolper introduced Extended Linear Tempo-
ral Logic. In [7], we bridged Wolper’s logic and

logics on words and trees, finite model theory, fixed
point operators in computer science, and axiomatic
questions.

I. ALGEBRA & LOGIC IN COMPUTER
SCIENCE

SEMIRINGS AND SEMIMODULES

In [12], we introduced inductive *-semirings as a
generalization of Kozen’s Kleene algebras, We proved
that inductive *-semirings are iteration semirings and
they are closed under several algebraic constructions.
In [10, 14, 15] we studied semiring-semimodule pairs
equipped with a *- and “-operation. We estab-
lished several algebraic properties of these structures
and studied several subclasses where the *- and “-
operations are defined using a partial order, a com-
pletely additive structure and/or an infinite prod-
uct. We used these algebraic structures to give an
abstract treatment of Biichi-automata and weighted
Biichi-automata on infinite words. In [13], we ap-
plied these structures to context-free languages over
w-words. In [16], we defined algebraically complete
semirings as an extension of inductive *-semirings.
One of the most fundamental nontrivial normal form
theorems for context-free languages is the Greibach
normal form theorem. We established Greibach’s nor-
mal form theorem in all algebraically complete semir-
ings.

CATEGORICAL ALGEBRAS

In [3], we generalized the notion of partially or-
dered algebras to categorical algebras. An important
result in partially ordered algebras that has many ap-
plications in Computer Science is that each ordered
algebra can be completed into a continuous ordered
algebra preserving all valid inequalities. We extended
this result to categorical algebras and discussed sev-
eral applications in Computer Science.

REGULAR WORDS

Regular words were introduced by Courcelle in the
late 70’s. His motivation came from recursive program
schemes. They were subsequently studied by Thomas
and Heilbrunner. Courcelle raised several important
problems regarding the equational axiomatization of
regular words and the decidability of the equational
theory. Courcelle’s questions for axiomatization were
completely solved in [1,2]. We also gave a P-time al-
gorithm to decide the equational theory. This greatly
improves an earlier algorithm of Thomas with no ex-
plicit upper bound for its complexity.

AXIOMATIC THEORY OF AUTOMATA

In [11], we gave an introduction to the axiomatic
theory of automata and languages developed earlier
by Conway, Bloom, Esik and Kuich.

the Krohn-Rhodes decomposition theory of finite au-
tomata and gave an algebraic characterization of
Wolper’s logic.

LOGIC ON TREES

Temporal logics can be classified into linear time
and branching time logics. The latter logics can
be viewed as logics on trees. Important branching
time logics are CTL (Computational Tree Logic) and
CTL*. In both logics, one can define only regular
properties. However, it is an open problem to give a
decidable characterization of those regular properties
(given by a finite tree automaton) definable in these
logics. An algebraic approach to deal with this and
related problems in formal logic has been developed
in the papers [4-6,8,9] using pseudovarieties of finite
algebras and the cascade product (wreath product).
The method developed in these papers reduces the
characterization of the expressive power to the mem-
bership problem in pseudovarieties of finite algebras.
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TREE SERIES TRANSDUCERS

The first definition of the semantics of a tree series
transducer, called algebraic semantics, is based on a
tree series substitution that does not take into account
the number of the occurrences of the substitution vari-
ables. In [16] we introduced tree series transducers of
which the semantics takes into account that number.
We compared the computation power of the two mod-
els.

In [17] we defined a tree series transducer model
with an operational style semantics and called this
model weighted tree transducer. We showed that
tree series transducers with algebraic semantics and
weighted tree transducers are semantically equivalent.

In [11] we generalized the famous tree transducer

plications, Studies in Fuzziness and Soft Com-
puting 148, Carlos Martin-Vide, Victor Mitrana,
Gheorghe Paun (Eds.), Springer, 2004, 183-196.

[12] Z. Esik and W. Kuich. Inductive *-semirings,
Theoretical Computer Science, 324(2004), 3-33.

[13] Z. Esik and W. Kuich. A semiring-semimodule
generalization of w-context-free languages, The-
ory is Forever, LNCS 3113, Springer, 2004, 68—
80.

[14] Z. Esik and W. Kuich. A semiring-semimodule
generalization of w-regular languages, Part 1,
J. Automata, languages, and Combinatorics,
10(2005), 203-242.

[15] Z. Esik and W. Kuich. A semiring-semimodule
generalization of w-regular languages, Part 2,
J. Automata, languages, and Combinatorics,
10(2005), 243-264.

[16] Z. Esik, H. Leiss. Algebraically complete semir-
ings and Greibach normal form, Annals of Pure
and Applied Logic, 103(2005), 173-203.

II. AUTOMATA AND FORMAL LAN-
GUAGES

WEIGHTED TREE AUTOMATA

In [1], we proved a general Kleene theorem ap-
plicable to weighted tree automata and formal power
series over trees, finite or infinite. In [5] we gave a
survey of results on weighted tree automata and tree
transducers. In [4], we studied fuzzy subsets of alge-
bras including algebras of trees and established a triple
equivalence between equational, rational and recog-
nizable fuzzy sets.

In [2] we showed that the cost-finiteness of tree au-
tomata with costs over finitely factorizing and mono-
tonic semirings is decidable. We showed that it is also
decidable whether a tree automaton with costs over a
finitely factorizing, monotonic, and naturally ordered
semiring is bounded with respect to the natural order.

In [18], we compared the classes of tree series
which are recognizable by (a) multilinear mappings
over some finite dimensional K-vector space, where K
is a field, (b) K-X-tree automata, where K is a com-
mutative semiring, (c) weighted tree automata over
K, where K is a semiring, (d) finite, polynomial tree
automata over K, where K is a commutative and con-
tinuous semiring, (e) polynomially-weighted tree au-
tomata, where K is a semiring, and (f) weighted tree
automata over M-monoids.

hierarchy of J. Engelfriet for tree series transducers
over commutative, idempotent and positive semirings.

ALGEBRAIC PROPERTIES OF REGULAR
TREE LANGUAGES

In [3], we showed that regular tree languages can
be axiomatized by a few simple equations and the least
fixed point rule. This extends a result of Kozen from
words to trees. In [8], we introduced a new algebraic
framework for the study of varieties of tree languages
in relation to logic.

MULTI BOTTOM-UP TREE TRANSDUC-
ERS

In [12] we defined deterministic multi bottom-up
tree transducers and showed that they are seman-
tically equivalent with deterministic top-down tree
transducers with regular look-ahead. Then in [13] we
compared the computation power of linear determin-
istic multi bottom-up tree transducers and eight well-
known classes of deterministic bottom-up and deter-
ministic top-down tree transducers.

SHAPE PRESERVING TREE TRANSDUC-
ERS

Shape-preserving tree transducers generalize
length-preserving sequential machines. In [10]
we showed that shape-preserving top-down tree
transducers are equivalent to finite-state relabelings.
Moreover, we proved that it is decidable if a top-down
tree transducer is shape preserving. In [20] it was
proved that shape-preserving bottom-up tree trans-
ducers are also equivalent to finite-state relabelings.
The decidability of the shape-preserving property for
bottom-up tree transducers was proved in [21].

PEBBLE TREE TRANSDUCERS

In [14, 15], we investigated pebble tree transduc-
ers and macro pebble tree transducers. We showed
that the circularity problem and the strong circularity
problem for pebble tree transducers is decidable and
that the weak circularity problem for pebble macro
tree transducers is decidable. Moreover, we proved
several decomposition results for macro pebble tree
transducers.

In [22], n-pebble tree-walking automata with al-
ternation were defined. It was shown that tree lan-
guages recognized by these devices are exactly the
regular tree languages. Then it was shown that the
deterministic and noncircular pebble alternating tree-
walking automata are strictly less powerful than their
nondeterministic counterparts.



STORAGE-TO-TREE TRANSDUCERS

In [19] it was shown that the class of tree trans-
formations induced by regular storage-to-tree trans-

OTHER

In [9] we gave a short introduction to tree trans-
ducers for those who just would like to get an insight

ducers with positive look-ahead is equal to the com-

into the field.

position of the class of transformations induced by
regular storage-to-tree transducers with the class of
linear homomorphisms. It was also proved that the
classes of transformations induced by both IO and OI
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TREE AUTOMATA AND TERM REWRITE
SYSTEMS

In [27] several characterizations and decidability
results were obtained for ground tree transformations
and congruence relations induced by tree automata.

TERM REWRITE SYSTEMS PRESERVING
RECOGNIZABILITY

Salomaa showed that linear monadic term rewrite
systems effectively preserve recognizability. We [31]
showed that there are finitely many descendants of
any recognizable tree language L for all linear monadic
term rewrite systems, and we gave these descen-
dants through finitely many linear monadic term
rewrite systems. We [29] showed that right-linear half-
monadic term rewrite systems effectively preserve rec-
ognizability. Using this property, we [29] showed that
termination and convergence are decidable properties
for right-linear half-monadic term rewrite systems.

GROUND TERM REWRITING

We [28] showed that for any given finitely gener-
ated congruences p and 7 over the term algebra, it is
decidable if the intersection of p and 7 is a finitely gen-
erated congruence. If the answer is yes, then we can
effectively construct a finite relation U over ground
terms such that the congruence closure of U is equal
to the intersection of p and 7.

We [30] showed that for a given left-linear right-
ground term rewrite system R it is decidable if there is
a ground term rewrite system S such that the restric-
tion of the rewriting relation of R to ground terms is
equal to the rewriting relation of S. If the answer is
yes, then one can effectively construct such a ground
term rewrite system S.

HIGHER DIMENSIONAL AUTOMATA

In [6], we defined parenthesizing automata, that
operates on higher dimensional words (i.e., on ele-
ments of free algebras with several independent as-
sociative operations). We have extended several basic
results of the classical theory of automata to parenthe-
sizing automata including the equivalence to algebraic
recognizability and monadic-second order definability.
In [7], we described infinite higher dimensional words
in algebraic frameworks and gave graph-theoretic de-
scriptions of them. Based on these results parenthesiz-
ing Biichi-automata was defined with generalization of
the above mentioned classical results [24,25]. In [23],
it was shown that the classes of languages that can be
accepted by parenthesizing automata with at most ¢
pairs of parentheses form a strict hierarchy, for ¢ > 0.
The aim of [26] is to relate parenthesizing automata to
the work of Hashiguchi, Ichihara and Jimbo on binoid
languages.
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ORGANIZED CONFERENCES

In the period 2003-3006 the Department of Founda-
tions of Computer Science has organized the following
conferences and workshops:

1.

Computer Science Logic, CSL 2006, Szeged,
Hungary, September 25-29, 2006.

Logic and Combinatorics, Satellite Workshop of
CSL 2006, Szeged, Hungary, September 23-24,
2006.

Algebraic Theory of Automata and Logic,
Satellite Workshop of CSL 2006, Szeged, Hun-
gary, September 30 and October 1, 2006.
Automata and Formal Languages, 11th Interna-
tional Conference, AFL 2005, Dobogékd, Hun-
gary, May 17-20, 2005.

Developments in Language Theory, 7th Interna-
tional Conference, DLT 2003, Szeged, Hungary,
July 7-11, 2003.





